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1. INTRODUCTION

The last 2 decades have seen drastic changes in the way we access information. With the
availability of the Internet, the average person has access to much more information
than at any other time in history. In parallel, access to information has become more
and more important for most people’s everyday lives. Also, the way in which we access
information has changed: Everyone who has access to a computer connected to the
Web has much more content available than one can possibly process. The selection
of information is more difficult, and at the same time more crucial, than ever. There
are also other issues with the access to information, one of which we want to address
here: Textual information may be written in a style that makes the content hard
to understand. This may affect user groups like nonnative speakers, persons with a
low literacy rate, and people with reading or cognitive impairments. Even if some
organizations, such as the United Nations and the World Wide Web Consortium Web
Accessibility Initiative (W3C WAI), have stressed this problem, the general awareness
of it is still very low and most of the information on the Internet is not published with
special needs taken into consideration.

One way to address this problem is by manually adapting existing textual content
for people with special needs. This approach has been taken by several organizations
in different countries that publish specially prepared material. However, this approach
is very costly, both in terms of time and money. One possible remedy is to apply nat-
ural language processing techniques to simplify text automatically. Automatic text
simplification is a technology used to adapt the content of a text to the specific needs
of particular individuals or target populations in a way that the text becomes more
readable and understandable for them. The adapted text will most probably suffer
from information loss and a too simplistic or boring style, which is not necessarily a
bad thing if the original message can in the end be transmitted to the reader. Text
simplification has also been suggested as a potential preprocessing step for making
texts easier to handle by generic text processors such as parsers [Chandrasekar et al.
1996], or to be used in specific information access tasks such as information extraction
[Klebanov et al. 2004]. But our research is more related to the first objective of mak-
ing texts more accessible to specific users. This is certainly more challenging than the
second use of simplification because the output will necessarily be evaluated with the
same yardstick that human written texts are evaluated with.

The interest in automatic text simplification has grown in recent years and in spite
of the many approaches and techniques proposed, there is still space for improvement.
Consider the problem of lexical simplification in English that was proposed in a recent
natural language processing evaluation, for example, where most systems equipped
with sophisticated tools and resources were unable to beat a simple baseline [Specia
et al. 2012]. The growing interest in text simplification is evidenced by the number of
languages that are targeted by researchers around the globe. Simplification systems
and simplification studies do exist at least for English [Chandrasekar et al. 1996;
Siddharthan 2002; Woodsend and Lapata 2011a; Wubben et al. 2012; Glavas and
Stajner 2013; Siddharthan and Angrosh 2014], Brazilian Portuguese [Aluisio et al.
2008; Specia 2010; Paetzold and Specia 2013], Japanese [Inui et al. 2003], Dutch [Ruiter
et al. 2010], French [Seretan 2012; Brouwers et al. 2014], Italian [Dell’Orletta et al.
2011; Barlacchi and Tonelli 2013], and Basque [Aranzabe et al. 2012, 2013].

In this article, we present Simplext, the first fully fledged text simplification system
for the Spanish language, together with a thorough evaluation of the system’s output
and comparison with state-of-the-art simplification systems for English. The research
was conceived to provide an automatic tool able to adapt text content to the specific
needs of people with cognitive disabilities [Saggion et al. 2011; Bott and Saggion 2014];
however, our work has now been extended to address general issues in text simplifi-
cation. Our system is made up of components for reducing the syntactic complexity
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of sentences, deleting unnecessary information (currently only parenthetical informa-
tion), rewriting numbers, normalizing reporting verbs, and substituting difficult words
by their simpler synonyms. Rule-based and corpus-based techniques are combined to
computationally model different simplification phenomena. The evaluation we present
targets three aspects that we consider essential for measuring the objectives of the
simplification system: reduction of text complexity, meaning preservation during sim-
plification, and production of grammatical output.

Here we evaluate the system for the first time as a whole, taking into account
interactions among the three modules. We also describe an evaluation with the end
users. We compare our results to similar works on the simplification of English that
represent the state of the art and show that we can obtain comparable results for a
language that counts with fewer resources and has so far received less attention. From
the insights obtained here, we propose avenues for pushing forward our agenda on text
simplification research.

The rest of the article is organized as follows: In Section 2, we present related work
that is relevant for our project. In Sections 3 and 4, we present the system design and the
system components. Sections 5 and 6 describe the evaluation design and the evaluation
results, which we then discuss in Section 7. We close the article with conclusions and
an outlook on future work in Section 8.

2. RELATED WORK

The text simplification problem has been studied from various angles. In this section
we present related work that treats (i) guidelines for the production of simplified ma-
terial, (ii) text simplification for target user groups, (iii) general concerns of automatic
text simplification together with currently used methods for syntactic and lexical sim-
plification, and (iv) evaluation of automatic text simplification systems.

2.1. Simplification Guidelines for Human Editors

In the early 1990s, Basic English, a version of English with reduced vocabulary and
grammar [Ogden 1937] was proposed as a tool to facilitate international communica-
tion. Since the late 1990s, several initiatives raised awareness of the complexity of the
vast majority of written documents and the difficulties they pose to people with any
kind of reading or learning impairments. These initiatives proposed various guidelines
for writing in a simple and easy-to-read language that would be equally accessible to
everyone, for example, the “Make it Simple” European Guidelines for the Production of
Easy-to-Read Information for people with Learning Disability” [Freyhoff et al. 1998],
the Mencap’s “Am I Making Myself Clear?” guidelines for accessible writing [Mencap
2002], and the Guidelines for Easy-to-Read Materials [Nomura et al. 1997]. An exten-
sively discussed question is how much the needs of different target populations overlap,
or not [Nomura et al. 1997]. It is generally agreed that there are more factors which
unify different target groups than those which separate them [Nomura et al. 1997].
All of these guidelines share similar instructions for accessible writing. For example,
they all advise the writer to use the active voice instead of passive; use short, simple
words and omit unnecessary words; write short sentences and cover only one main
idea per sentence, and so forth. None of them, however, specifies any language- or
user group—dependent instructions. Simplification guidelines have also been proposed
in the industry to make technical communication more standard and less ambiguous
[Barthe et al. 1999].

2.2. Text Simplification for Readers

Some work on automatic simplification has aimed at creating generic simplification
tools, without considering the special needs of specific user groups [Chandrasekar et al.
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1996; Siddharthan 2002; Coster and Kauchak 2011b]. This is justifiable, since many
aspects of text complexity affect a large range of users with reading difficulties. For
example, long and syntactically complex sentences are generally hard to process. Some
particular sentence constructions, such as syntactic constructions that do not follow the
canonical subject-verb-object (e.g., passive constructions) may be an obstacle for people
with aphasia [Devlin 1999] or Autism Spectrum Disorder (ASD) [Martos et al. 2012].
The same is true for very difficult or specialized vocabulary. Infrequent words make the
text difficult to comprehend by people with aphasia [Devlin 1999] and ASD [Norbury
2005; Martos et al. 2012]. When it comes to students with intellectual disability, existing
studies show contradictory findings: Fajardo et al. [2014] found no effects of the word
frequency on the comprehension scores (neither literal nor inferential) in students with
intellectual disability, while when studying website adaptations following the “Make it
Simple” guidelines [Freyhoff et al. 1998], Karreman et al. [2007] reported both literal
and inferential comprehension scores higher in the adapted version.

But there are also aspects that are quite specific to certain groups of readers. Lan-
guage learners, for example, may have a good capacity to infer information, although
they may have a very restricted lexicon and may not be able to understand certain
grammatical constructions. Dyslexic readers, in turn, do not have a problem with lan-
guage understanding per se, but with the understanding of the written representation
of language: In addition, readers with dyslexia were found to read faster when using
more frequent and shorter words [Rello et al. 2013b], graphical schemes [Rello et al.
2012], or certain number representations [Rello et al. 2013c]. People with intellectual
disabilities have problems processing and retaining large amounts of information [Feng
2009; Fajardo et al. 2014]. Several studies have shown that long texts can affect self-
efficacy and reading motivation in students with intellectual disability [Morgan and
Moni 2008; Gémez 2011]. The study of Gernsbacher and Faust [1991] indicated that
adult poor readers have difficulties in suppressing irrelevant information. Therefore,
text simplification systems aimed at these target populations should not only simplify
the written content (by using simpler synonyms and splitting long and complex sen-
tences into several simple ones), but should also perform some kind of content reduction
(discarding irrelevant information) in order to reduce the memory load necessary for
understanding the given text.

There have been approaches concentrating on language learners and foreign readers
[Crossley and McNamara 2008], children [De Belder and Moens 2010; Vu et al. 2014],
aphasic readers [Canning et al. 2000], people with ASD [Orasan et al. 2013], people
with dyslexia [Rello et al. 2013a; Rello and Baeza-Yates 2014], people with cognitive
problems [Carroll et al. 1998; Max 2006; Feng 2009], people who need assisted reading
[Inui et al. 2003], or people with a generally low literacy rate [Aluisio et al. 2008;
Watanabe 2010]. There have also been attempts to simplify very complex text genres
for average readers, for example, in the case of patent texts [Bouayad-Agha et al. 2009].

2.3. Automatic Text Simplification

Automatic Text Simplification (ATS) can be directed to human readers or be used as a
preprocessing step for other Natural Language Processing (NLP) tasks, such as pars-
ing [Chandrasekar et al. 1996], machine translation [Chandrasekar 1994], semantic
role labeling [Vickrey and Koller 2008], or information retrieval [Klebanov et al. 2004;
Ong et al. 2007]. It is worth pointing out a series of facts that make text simplifica-
tion a somewhat special NLP task and that pose specific challenges. First of all, text
simplification is not a clearly defined monolithic task, but rather a series of coordinate
tasks that combine for a common goal. It is similar to, but sufficiently different from,
other NLP tasks, such as automatic translation [Lopez 2008], summarization [Saggion
and Poibeau 2013], sentence compression [Clarke and Lapata 2006], and paraphrasing
[Barzilay and Lee 2004]. Although there may be close similiarities at first sight, the
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definition of some of these subtasks may also differ from other NLP tasks in important
ways. Extractive text summarization, for instance, tries to retain the most informative
parts of an input text, while simplifying content reduction aims at eliminating text
parts with superfluous information. These two things seem to be the two sides of the
same coin, but content reduction has to be more careful in not eliminating steps in the
argumentative structure of a text. Users of text summarization systems must often
compensate a deficit of text coherence in the output texts with their cognitive ability
to reconstruct logical connections from their real word knowledge. This cannot be ex-
pected from the target users of text simplification. Further on, texts can be simplified
at very different linguistic levels: Simplification may try to reduce sentence length,
syntactic embedding depth, lexical complexity, lexical variety, the level of detail of the
transmitted information, and so forth. Where sentence length reduction is concerned,
sentence compression techniques should be adapted here since for text simplification
the material taken out from one sentence should be used to create new linguistic units
[Angrosh et al. 2014]. Even extralinguistic factors can be used to make reading easier,
for example, by explaining unfamiliar words or linking parts of the text to external
resources like dictionaries or encyclopedias.

In recent years, the availability of the Simple English Wikipedia has made a big
impact [Coster and Kauchak 2011b]. Even if the Simple English Wikipedia (SEW
hereafter) is not fully parallel to the “ordinary” English Wikipedia (EW), the SEW
covers a subset of the EW and out of this subset parallel sentences can be extracted,
which to a large extent express the same information. Thus, a quasiparallel corpus
can be extracted, which allows for a range of purely data-driven approaches. This new
dataset allows for the use of techniques that were not applicable before because of the
lack of sufficient data. For languages other than English, it is, however, still relatively
difficult to obtain large-scale parallel resources.

2.3.1. Syntactic Simplification. Syntactic simplification tries to reduce the structural com-
plexity of sentences, that is, sentence length and syntactic embedding depth. The first
approaches to syntactic simplification were based on linguistic intuitions and were
implemented as handwritten rules [Chandrasekar et al. 1996; Siddharthan 2002].
Later approaches gradually employed more data-driven methods [Chandrasekar and
Srinivas 1997; Petersen and Ostendorf 2007]. In languages other than English, syntac-
tic simplification approaches are still rule based [Aranzabe et al. 2012, 2013; Orasan
et al. 2013]. The Brazilian PorSimples project [Aluisio et al. 2008; Aluisio and Gasperin
2010] created a dataset of original and simplified texts in Portuguese that allowed re-
searchers to study and implement a simplification system. The same dataset, although
small, could also be used for experiments with statistical machine translation software
[Specia 2010]. The more recent availability of the dataset extracted from the EW and
the SEW has led to a series of experiments and approaches in simplification. Zhu et al.
[2010] used a tree-based simplification model that is derived from Statistical Machine
Translation (SMT) techniques to simulate four simplification operations: split, drop,
copy, and reorder. Coster and Kauchak [2011a] used standard SMT software and ap-
plied it to the simplification problem with the addition of a dedicated and task-specific
deletion module. Also, Woodsend and Lapata [2011b] and Wubben et al. [2012] treated
text simplification as a translation problem from “normal” language to simplified lan-
guage. They used quasisynchronous grammars and linear integer programming for this
purpose. They also compared the use of the revision histories of the SEW to learning
from bitext and found that the use of revision histories yields better results.

In recent years, there have also been several hybrid approaches that give better
results, such as the data-driven model from Narayan and Gardent [2014] that combines
deep semantics and machine translation, or models that combine data-driven and rule-
based approaches [Siddharthan and Angrosh 2014; Angrosh and Siddharthan 2014].
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2.3.2. Lexical Simplification. Lexical simplification is usually understood as a word-
substitution task, where the goal is to find a synonym that is in some sense simpler
than the original word. This task requires a resource that allows the lookup of syn-
onyms. WordNet has often been used to this end [Carroll et al. 1998; Lal and Riiger
2002; Burstein et al. 2007], but synonym dictionaries [Bautista et al. 2011] or the-
sauri can also be used. The most common metric for lexical simplicity used in these
approaches is word frequency, since frequency can be assumed to correlate well with
familiarity. An additional factor is word length: long words tend to be harder to read
[Rello et al. 2013b]. For this reason, word length can be taken as an additional or
alternative predictor for perceived lexical difficulty. It was found to be a decisive fac-
tor by Flesch [1948] and it is used in the calculation of the Flesch-Kincaid formula
(Section 2.4.2). Lexical simplification has to cope with the problem of lexical ambigu-
ity, and the suitability of a synonym depends on the specific word sense of a target
word. For this reason, De Belder et al. [2010] proposed the application of word sense
disambiguation for lexical substitution.

Recently, some purely data-driven approaches have exploited the availability of the
SEW: Yatskar et al. [2010] used edit histories from the SEW and the combination of
SEW and EW in order to create a set of lexical substitution rules. Biran et al. [2011] also
used the SEW/EW combination (without the edit history of the SEW), in addition to the
explicit sentence alignment between SEW and EW to identify pairs of words that occur
in similar contexts using WordNet as a filter for inducing lexical substitution rules
(e.g., “canine” can be replaced by “dog”). In this latter approach, a form of word sense
disambiguation was carried out by comparing, using a distance measure, candidate
word vectors in context. Here, the distance between the target context and a potential
lexical substitute was used to filter out potentially harmful rule applications.

It should be noted that the machine translation based approaches we men-
tioned earlier [Coster and Kauchak 2011a; Specia 2010] as well as the hybrid ap-
proaches [Narayan and Gardent 2014; Siddharthan and Angrosh 2014; Angrosh and
Siddharthan 2014] are also able to handle lexical simplification, even if implicitly,
since the translation model maps words from the nonsimplified language to words of
the simplified language.

2.4. Evaluation of the ATS Systems

The ideal way of evaluating ATS systems aimed at providing more accessible informa-
tion to a certain target population would be to test its effectiveness on their reading
time and comprehension. However, as the access to a specific target population might
be difficult, most of the studies perform only the expert (nonfinal user) evaluation of
their systems, providing the human scores for grammaticality, meaning preservation
and simplicity of the system’s output. Given that such evaluation is performed only on
the sentence level, it is usually combined with the automatic evaluation of simplicity
of the whole text measured in terms of its readability. Data-driven ATS systems that
have the possibility of comparing the system’s output with the gold standard (manual
simplification) additionally use some of the most common Machine Translation (MT)
evaluation metrics.

2.4.1. Expert (Nonfinal User) Evaluation. The output of the ATS systems is commonly
evaluated by human judgments of its grammaticality (fluency), meaning preservation
(adequacy) and simplicity (e.g., Wubben et al. [2012], Feblowitz and Kauchak [2013],
Coster and Kauchak [2011a], and Angrosh and Siddharthan [2014]). Fluency measures
grammatical correctness of the output, simplicity measures how simple the output
is, and the meaning preservation measures how well the meaning of the simplified
sentence corresponds to the meaning of the original sentence. All three scores are
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usually measured on a 5-point Likert scale, the exceptions being Narayan and Gardent
[2014] with a 0-5 scale, and [Glava$ and Stajner 2013] with a 1-3 scale. In all cases,
the higher score indicates the better output.

2.4.2. Readability Indices. Since the second half of the last century, over 200 readability
formulas have been developed for the English language [DuBay 2004]. They were
initially used to assess the grade level of textbooks, but later they were also adapted
for different domains and purposes, for example, to measure readability of technical
manuals [Smith and Senter 1967] and U.S. health care documents intended for the
general public [McLaughlin 1969]. In spite of various criticisms for using only features
like average sentence and word length, some of the oldest readability formulas (e.g., the
Flesch Reading Ease score [Flesch 1948]) are still widely used, due to their simplicity
and good correlation with reading tests.

Recent developments in natural language processing offered the possibility for au-
tomatic computation of new readability formulas that use more sophisticated lexical
and syntactic features. The works on statistical readability assessment [Si and Callan
2001; Collins-Thompson and Callan 2005] used unigram language models for estimat-
ing the grade level of U.S. textbooks. Schwarm and Ostendorf [2005] and Petersen and
Ostendorf [2009] used statistical language modeling and support vector machines to
show that more complex features (e.g., average height of the parse tree, average num-
ber of noun and verb phrases) give better readability prediction than the traditional
Flesch-Kincaid readability formula. Feng et al. [2009] introduced some new cognitively
motivated discourse-level features (e.g., entity mentions, lexical chains, etc.) showing
that they are better correlated with the comprehension of people with intellectual dis-
abilities than the traditionally used Flesch-Kincaid Grade Level index [Kincaid et al.
1975]. In spite of these findings, ATS systems are commonly evaluated with the tradi-
tional readability formulas, such as the Flesch-Kincaid Grade level index [Woodsend
and Lapata 2011a; Wubben et al. 2012; Glavas and Stajner 2013; Vu et al. 2014] or the
Flesch Reading Ease Score [Zhu et al. 2010; Woodsend and Lapata 2011a], probably
due to the fact that they can easily be computed automatically with a high precision.

While all of the aforementioned formulas were made for assessing the level of English
texts, similar studies have started to appear for other languages as well: German
[Vor der Briick et al. 2008], Portuguese [Aluisio et al. 2010], French [Francois and
Watrin 2011], Italian [Dell’Orletta et al. 2011], Swedish [Roll et al. 2007], and Basque
[Gonzalez-Dios et al. 2014]. However, there have been no similar studies for the Spanish
language. Therefore, we used some traditional Spanish readability formulas [Spaulding
1956; Anula 2007] and adapted them to be computed automatically (see Section 5.1).

2.4.3. MT Evaluation Metrics. Recently, many studies that propose data-driven ATS sys-
tems include an additional assessment of the systems’ output by comparing it with gold
standard manual simplifications, borrowing the MT evaluation metrics such as BLEU
(as, for example, in Specia [2010], Zhu et al. [2010], Woodsend and Lapata [2011a],
Coster and Kauchak [2011a], Wubben et al. [2012], Feblowitz and Kauchak [2013],
Narayan and Gardent [2014], and Vu et al. [2014]), TERp (as in Woodsend and Lapata
[2011a] and Vu et al. [2014]), or NIST (as in Specia [2010] and Zhu et al. [2010]).

BLEU [Papineni et al. 2002] is the most widely used MT evaluation metric, which
measures similarity between the system’s output and a human reference. It is based on
the exact n-gram matching and heavily penalizes word reordering or sentence short-
ening. NIST [Doddington 2002] is, like BLEU, also based on exact n-gram matching,
with the difference that it gives different weights to different n-grams (depending on
how likely they are to occur) and that its brevity penalty is less severe (small differ-
ences in the length of the system’s output and the human reference do not impact the
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overall score as much as in BLEU). TERp [Snover et al. 2009] measures the number
of “edits” needed to transform the MT output (automatically simplified version of the
original sentence in our case) into the reference translation (human simplified sentence
in our case). TERp is an extension of TER—Translation Edit Rate [Snover et al. 2006]
that utilizes phrasal substitutions (using automatically generated paraphrases), stem-
ming, synonyms, relaxed shifting constraints, and other improvements [Snover et al.
2009]. The higher the value of TERp (and each of its components), the less similar the
manually simplified and the automatically simplified sentences are.

We opted not to use these MT metrics for the evaluation of our system, as it is known
that those metrics are appropriate only for comparing systems of similar architectures
and are not meant for comparing systems of radically different architectures. In our
case, we need to compare the output of the system that performs only lexical and
syntactic simplification with the manual simplification that, in addition to those two
operations, also includes a high number of strong paraphrasing, summarizations, and
deletions [Drndarevic et al. 2013; Stajner et al. 2013a; Stajner 2014]. The sentence-
wise BLEU score between original and manually simplified sentences was reported to
be as low as 0.17 [Stajner 2014].

We also did not adopt content-based metrics that are generally used in the evalua-
tion of text summarization systems such as ROUGE [Lin 2004], FRESA [Saggion et al.
2010], or PYRAMIDS [Nenkova and Passonneau 2004] since our system is very con-
servative about the application of content reduction techniques. Also, we only have a
single manual simplification per document (the ideal simplification), whereas ROUGE
and PYRAMIDS usually require more than one ideal target to compare to.

3. THE SIMPLEXT TEXT SIMPLIFICATION APPROACH

Our approach to text simplification is modular, in order to respond to the fact that
text simplification can be applied at different linguistic levels. It is also restricted by
the availability of parallel (original-simplified) data in Spanish. As we explained in
Section 2.3.1, in recent years, purely empirical methods of text simplification have
become very popular for English. Purely data-driven approaches, however, require
very large data collections from which they can learn, but to the best of our knowledge
there is no such dataset for Spanish. Within the Simplext project, we compiled a corpus
of 200 news texts and created manual simplifications for them. The corpus contains
news from four domains: national news, international news, society, and culture. The
simplified part of this corpus is based on very specific simplification recommendations
[Anula 2011] for human editors and represents the kind of simplification we want to
produce faithfully.

Examples of original sentences and their manual simplifications are shown in
Table I. Example 1 shows an instance of simplification of the vocabulary. The word
sucursal (branch) in the original sentence is replaced by its synonym oficina (office)
(10 times more frequent according to the Spanish Royal Academy’s frequency list)! in
the simplification. It also shows a syntactic transformation in order to have a simpli-
fied sentence with the SVO syntactic pattern, which in Spanish is the natural order of
syntactic elements in a sentence.

Example 2, in addition to the replacement of sucursal by oficina, shows an interesting
case of summarization of detailed information: the replacement of en 28 paises del
mundo (in 28 countries around the world) by en muchos paises del mundo (in many
countries around the world). The example also presents a splitting operation.

1Royal Spanish Academy: CREA Database [online]. Spanish Reference Corpus. http:/www.rae.es.
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Table |. Examples of Manual Simplifications in Simplext

Ex.

Original

Simplified

Abre en Madrid su primera sucursal el
mayor banco de China y del Mundo. (Opens
in Madrid its first branch the biggest bank of
China and the World.)

El banco mds importante de China y del
mundo abre una oficina en Madrid. (The
most important bank of China and the world
opens an office in Madrid.)

para 2015. (The UN expects the end of dead
by malaria for 2015.)

2 El ICBC ha abierto ya 203 sucursales en un | El Banco de China tiene oficinas en muchos
total de 28 paises de todo el mundo, también paises del mundo. Ahora, también tiene una
en Esparia desde este lunes. (The ICBC has oficina en Esparia. (The Bank of China has
opened 203 branches in a total of 28 offices in many countries around the world.
countries around the world, also in Spain Now it also has an office in Spain.)
since this Monday.)

3 Como muestra de su envergadura, segun
datos de 2009, el ICBC tenia en némina a un
total de 386.723 empleados, sélo en China, en
un total de 16.232 sucursales. (As a sign of its
size and according to data from 2009, the
ICBC had a total of 386,723 employees in
China only, in 16,232 branches.)

4 Arranca la liga masculina de Goalball, el Comienza la liga masculina de Goalball. El
unico deporte especifico para ciegos. (Starts Goalball es el unico deporte especifico para
the men’s league of Goalball, the only specific | ciegos. (Begins the men’s league of Goalball.
sport for the blind.) Goalball is the only specific sport for the

blind.)

5 La ONU prevé el fin de muertos por malaria | La ONU cree que ninguna persona morird

por malaria a partir de 2015. La ONU es la
Organizacion de las Naciones Unidas. La

malaria es ua enfermedad que se transmite
gracias a un mosquito. (The UN believes that
nobody will die of malaria from 2015. The UN
is the United Nations Organization. Malaria
is a disease transmitted by a mosquito.)

Example 3 exemplifies a delete operation by which a full sentence is not included in
the simplified text. This is a frequent operation in the Simplext corpus with over 70%
of simplified documents presenting it [Stajner et al. 2013b].

Example 4 shows a splitting operation together with the replacement of the verb
arranca (starts) by its more common synonym comienza (begins) (seven times more
frequent according to the Spanish Royal Academy’s frequency list).!

Example 5 is a case of clarification, where the human editor includes “definitions” of
“difficult” terms such as the abbreviation ONU and the term malaria.

With a corpus size of 200 pairs of documents, it was clearly not possible to ap-
ply purely data-driven methods. For this reason and in order to take advantage of this
valuable material, we carried out two corpus studies: the first tried to isolate as much as
possible the “simplification operations” produced by human editors [Bott and Saggion
2011, 2014], and the second concentrated specifically on lexical changes [Drndarevic
and Saggion 2012]. Identifying and isolating human changes found in the corpus is
not a trivial task, since human editors tend to produce rather strong rewordings of
the content in the original text, instead of applying clear-cut editing steps (a thing
that a computer would do and that our simplification system is expected to perform).
The simplification guidelines on the basis of which the editors worked did not list very
precise operations, either. They instead gave recommendations that could be inter-
preted by humans (and took advantage of the editors’ experience and creativity), and
were hard to translate into computational operations. These findings convinced us that
the creation of an annotation scheme was necessary, which could capture and classify
the operations observed in the parallel corpus as neutrally as possible. A sample of
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Original
Text
GATE Mate-Parser LexSiS
- q
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Simplified |
Syntactic
Simplification
Core

Grammars |
e i

Syntactic Simplification (MATE grammars)

Fig. 1. The architecture of the Simplext system.

145 sentence pairs of original text with manual simplifications available at the begin-
ning of the project was annotated according to our annotation scheme.? This corpus
study was used as the basis for the design of the system components and its gen-
eral architecture. As will be shown in the next sections, one of the components of the
system is a rule-based procedure that performs syntactic simplification; like previous
work for English (e.g., Siddharthan [2011]), our system receives as input a depen-
dency graph/three (both syntactic dependencies and precedence relations are present
in the input representation). However, and unlike previous work, our approach is
transductive—as opposed to transformation based—in that the input structure is al-
ways kept while new structures (i.e., dependency graphs) are generated by the iterative
application of a set of rules. Thus, the original input is always available to generate
new dependency graphs that serve to produce the final simpler sentences.

4. COMPONENTS OF THE SIMPLEXT SYSTEM

The Simplext system consists of three modules: a syntactic simplification component;
a synonym-based simplification component, which uses a thesaurus and distance mea-
sures from distributional semantics; and a rule-based lexical simplification component.
The choice and the design of the modules was based on the two initial corpus studies
we already mentioned.

The Simplext system is implemented as a pipeline, as represented in Figure 1. A
rule-based lexical simplification system implemented in GATE [Maynard et al. 2002]
that used linguistic information produced by Freeling [Padro et al. 2010] is first applied

2The annotated sample is not part of the Simplext corpus.
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N Sienplet - El snterna

simolext ¥

Inicio Presentacidn Dispositivos s

Iniciar sesién | Registrate, les gratis!

El sistema automatico de simplificacion de textos

Contictanos

Ti: Se registraron en Espafia un total de 451 agresiones a facultativos

T2: El actual estado geolgico de Catalufia puede comenzar a describirse desde
s primeros grandes cambns del Paleczoico. Inicisimente el teritorio formaba

T1: Se registraron en Espafia un total de 451 agresiones a médicas

T2: El actual estado gealdgico de Catahusia pusds comenzar a describir se desde
los preneros grandes cambios del Paleczoco.

parte de UNE CLSNCA OCAENICA &N |3 que, POr IEPOSD omgénico, 58 depositaban
materales sedimentarios fnos y arcilosas

Iniciaimanta el taritona formaba parte de una cuenca ocednica En esta cuenca.
por 1epasn ceogénica, se deposilaban matenales sedmentarics fnos y arcilesas

T3: Alrededor de 390 000 persanas han regresada a sus casas desde que vieran
obhgadas a desplazarse por las inundaciones Causadas por las Ias monzonicas T3 Alrededor de 390 000 personas han regresado a sus Casas desde que weran
del pasads verana en Pakistin abligadas a desplazar se por las inundaciones. Las inundaciones estan causadas
por kas llindas monztnicas del pasada verano en Pakistan
T4: La stuacidn de ingobsmakslidad en la que ha quedado talia tras las elecciones
ha sacudido los mercados de deuds, donde los inversores ven con preocupaciin
que los candidatos que rechazan la austendad impuesta por Brusslas hayan
abtenido mis de la mitad de los votos.

T4. La situacidn de ngobernailidad en la que ha quedado Itaka tras las elecciones
ha sacudido los mercados de deuda. En estos mescados los imersonss van con
mreccupacicn que los candidatos que rechazan ka austendad. La austeridad est
Impuesta por Bruselas

ORIGINAL SIMPLIFICADO

o Simplificar teata

Fig. 2. Simplext simplification portal.

(see the following). Following this, the text is parsed with the MATE parser [Bohnet
2009], then lexical simplification and syntactic simplification are applied in sequence.
The lexical simplification process outputs lemma forms for substituted words, which
makes morphological generation of inflected forms necessary. Morphological genera-
tion is integrated in the syntactic simplification module, as part of the MATE graph
transduction framework [Bohnet et al. 2000]. In Figure 2, we present an interface of
the system as a simplification gateway. Therein, the user can paste a Spanish text and
receive a simplification upon pressing the “Simplificar texto” button.

The figure shows how the sentences from four different sources were transformed
into their simplifications. The system is hosted as an Amazon service, which we can
activate upon request (note that hosting the service is expensive so we only activate
it for specific demonstrations; the system has been deployed at the following address:
http://www.simplext.net).

4.1. Syntactic Simplification

The syntactic simplification component utilizes a handwritten computational grammar
and focuses on the reduction of structural complexity. Several types of sentence splitting
operations are performed; in particular, we turn subordinate and coordinate structures,
such as relative clauses, gerund constructions, and VP coordinations, into separate
sentences, producing shorter and syntactically less complex outputs. The following
pair of original (1a) and simplified (1b) sentences exemplify the simplification of a
participle and a clausal coordination construction.

(1a) El primer encuentro dedicado a esta iniciativa serd el partido inaugural, cel-
ebrado hoy en Doha con los equipos de Qatar y Uzbekistdn, y los dos siguientes
duelos de Qatar estardn también dedicados a la camparia del fitbol asidtico contra
el hambre.

(The first encounter dedicated to this initiative will be the opening match, celebrated
today in Doha with the teams of Quatar and Uzbekistan, and the following two
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"acercarse”
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Delete | [ Done | =y
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Fig. 3. A syntactic input structure corresponding to example (2a).

encounters of Quatar are also dedicated to the campaign of Asian football against
hunger.)

(1b) El primer encuentro dedicado a esta iniciativa serd el partido inaugural. Este
partido estd celebrado hoy en Doha con los equipos Qatar y Uzbekistdn. Los 2
siguientes duelos de Qatar estardn también dedicados a la camparia del fitbol
asidtico contra el hambre.

(The first encounter dedicated to this initiative will be the opening match. The
match is celebrated today in Doha with the teams of Quatar and Uzbekistan. The
following two encounters of Quatar are also dedicated to the campaign of Asian
football against hunger.)

The pair (2a) and (2b) shows the simplification of a relative clause.

(2a) Los vecinos pueden acercarse a las unidades moéviles, que se instalardn en
treinta avenidas de la ciudad.

(The neighbors can approach the mobile units, which will be installed on thirty
avenues through the city.)

(2b) Los vecinos pueden acercarse a las unidades maviles. Estas unidades se insta-
lardn en muchas avenidas de la ciudad.

(The neighbors can approach the mobile units. These units will be installed on
thirty avenues through the city.)

In order to transform (1a) into (1b) and (2a) into (2b), the syntactic simplification
module operates on syntactic dependency trees, and tree manipulation is modeled
as graph transduction. The graph transduction rules are implemented in the MATE
framework [Bohnet et al. 2000], in which the rules are gathered in grammars that
apply in a pipeline: The first grammar applies to an input as shown in Figure 3,2 and

3For the sake of clarity, we do not show the precedence relations between the words, but the word order is
kept all through the process.

ACM Transactions on Accessible Computing, Vol. 6, No. 4, Article 14, Publication date: May 2015.



Simplext: A Text Simplification System for Spanish 14:13

an’ sn¢

"avenidas” "avenidas®

TR S

"mucho<ADJ><FEM=><PL>" "de” muchas “de”
| I

(a) (b)

Fig. 4. Sample partial output structures of the lexical substitution grammars.

then each grammar is applied to the output produced by the previous grammar. There
are currently eight grammars (and around 140 rules):

—two grammars that deal with the lexical substitutions performed during lexical
simplification;

—three grammars that perform the syntactic simplification; and

—three small grammars for cleaning the output and returning a well-formed sentence.

First, the lexical substitution grammars control the syntactic agreements between
the substitute words and the original words of the sentence. For instance, if a masculine
noun is replaced by a feminine one, we have to make sure that the gender of the
determiners, adjectival modifiers, or attributes is changed accordingly. It is also the
case when an invariant element is replaced by one that has to agree in gender or
number. For instance, in Figure 3, the word ¢reinta (thirty) is invariant, but is replaced
by a variant quantifier mucho (a lot) by the lexical simplification module, as indicated
in the attribute-value pairs associated with the node. The first grammar gets the
morphosyntactic features from the governor (in this case its gender and number) and
prepares the node for a two-level morphology model or a full form dictionary, as shown
in Figure 4(a); the second grammar generates the correct form, Figure 4(b).

Second, the syntactic simplification grammars modify the structure of the sentences.
Five types of syntactic simplification take place (see examples (1) and (2) at the begin-
ning of this section for illustration):

—participial modifiers are separated from their governing noun to form a new sentence;

—nondefining relative clauses preceded by a comma or the ones that modify an indefi-
nite noun are also separated from it to form a new sentence;

—quoted direct objects are systematically positioned after the speech verb that intro-
duces the quote;

—sentences that contain coordinated main verbs are split (one sentence per verb);

—sentences with long coordinated objects are split.

Syntactic simplification takes place in three steps, which correspond to three gram-
mars. The first grammar identifies all possible simplifications and marks the concerned
nodes in the syntactic tree. The second grammar chooses the simplifications to be per-
formed, in order to avoid that more than one applies to the same subtree; for instance,
a coordination of main verbs will only be split if none of their objects is involved in
a coordination that triggers a simplification. Each type of simplification is associated
with a set of transformations: add an auxiliary estar (be), change the label of a node,
duplicate a noun, add a determiner, invert the positions of some chunks or remove some
nodes, and so on. Figure 5 shows the output of the second grammar for the structure
of Figure 3. A chunk corresponding to the whole relative clause is defined, and the
relative pronoun que (that) contains all the necessary information (as attribute and
values) for the modifications to take place: which rule has applied, the fact that the
node label has to be changed, the name, gender, number of the antecedent, the fact
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Fig. 5. A sample output of the second syntactic simplification grammar.
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Fig. 6. A sample output of the syntactic simplification module.

that this node needs a deictic determiner, and so on.* The third grammar takes care of
performing the modifications in the tree; the output produced by this grammar when
applied to the structure in Figure 5 is shown in Figure 6. At this point, dependencies
are not needed anymore, so they are removed; only the order between the nodes and
chunks is explicit. The grammar successfully cuts the sentence into two parts, and sub-
stitutes the relative pronoun by its antecedent with a deictic such as estas unidades
(these units) at the beginning of the second one.

Figure 7 shows a rule from the third syntactic simplification grammar, as it appears
in the MATE development environment. This rule is applied when splitting a sentence
that has coordinated main verbs with the same subject. In such cases, the subject is
generally elided on the second verb and any following verbs, and it has to be introduced
in order to complete each sentence, which is precisely what this rule does. The graph

4In combination with the rules, we use dictionaries that contain language-specific information such as the
form of determiners and auxiliaries; that is, with one single rule we can insert any type of determiner by
getting the adequate form in the dictionary.
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DPro<=>55ynt duplicate governor copulaNQ : transformations 1

V)

X1 { | //create new node
?r-> YL { | 2Gov ¢
duplicate_governor=2d //establish correspondence with ?Y1
} <=> 7Y1
} //copy attributes
gender=?X1.gender
lemma=2X1.lemma

slex=?X1l.slex
number=?X1.number
Ppos=7Xl.ppos
postype=7Xl.postype
//30 rule add det will add a determiner if needed
add det=definido
//used for linearization and marking an added node
anchor_id=2?¥1.id
//used for linearization
left_of_anchor=yes
//add precedence relation to node corresponding to ?Y1
b-> rc:?¥r {
<=> 7Y1
}

conditions (3)

not ?r=h:
//5tore here conditions that make that the duplicated node does not directly precede its anchor
not (?Yl.add copula and ?¥l.subject_copula=governor);

comments

When the governor is duplicated and it is not the subject of an added copula,
it can be attached to the anchor.

Fig. 7. A sample graph transduction rule.

transduction rules map a part on the input graph with the leftside;® in this case, the
rule looks for two nodes ?X/ and ?Y/ linked by a relation ?r, Y] having the attribute
duplicate_governor with any value (the interrogation marks indicate the variables). On
the rightside, we indicate what to do; in this rule, a new node ?Gov is created with
all its attributes, and a relation b is added to another node ?Yr that has already been
built by another rule (rc: means “right context”—as opposed to the context identified
by the leftside of the rule). The rule has to comply with the other conditions stated in
the “conditions” field.

Finally, the cleaning grammars simply take care of removing some superfluous nodes,
resolve ordering contradictions, and add missing punctuation.

Some simplification operations implemented here are similar for other languages
(e.g., the case of relative clauses or of main coordinated verbs). Our rules are designed
in such a way that the grammars are generic allowing for easy adaptation to other
languages. In order to run these grammars on English texts, for instance, the leftsides
should be adapted to the outputs of the parsers, but the rightsides would be almost
exactly the same, given that we can use dictionaries to store language-specific fea-
tures. Note that this kind of graph transduction grammars have already been used for

5Note that leftside and rightside are technical terms here, which are used to describe a rule in MATE. These
terms also appear in the MATE IDE shown in Figure 7. Leftside describes the part of the rule that tries to
match a part of the input graph. The rightside describes the output of the rule, which is a new subgraph that
is built if certain conditions are met.
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paraphrasing legal texts, as part of a broader natural language generation pipeline.
Our system could equally be used as a module of a language system such as the one
described in Mille and Wanner [2008], since our input structures are the same as one
of their intermediate representations. However, to adapt it to other domains would
require more work, because different types of simplifications would be at stake.

The grammars presented here have been previously evaluated in terms of precision
and recall, looking at correct rule applications [Bott et al. 2012b] and all the possible
target constructions where the rules should have been applied. The evaluation was done
for separate grammatical construction types. The precision was calculated as the ratio
between correct applications and all applications of each rule, while recall was defined
as the ratio between correct applications and the target constructions that should
have been simplified. For the most frequent target constructions, relative clauses and
gerund constructions, we obtained a precision of 0.39 and 0.63, respectively, while the
values for recall were 0.66 and 0.21. As for coordination constructions, we could obtain
precision and recall of 0.42/0.58 for object coordination and 0.65/0.50 for VP and clausal
coordination. Some refinement of the grammars was carried out after the evaluation,
based on error analysis. These refinements fixed some recurrent precision leaks and
corrected grammaticality issues.

The evaluation we present in Section 5 is complementary to the earlier evaluation
because it takes simplicity metrics into account, as well as human judgments on the
degree of simplicity. Also, it takes into account the interaction between this module
and the other two, as we evaluate only those sentences that were altered by at least
two modules at the same time.

4.2. Lexical Simplification

In our initial corpus study [Bott and Saggion 2011], we found that lexical changes were
the single most frequent simplification operation produced by human editors. There-
fore, we implemented a lexical simplification system called LexSiS [Bott et al. 2012a].
A second corpus study [Drndarevic and Saggion 2012] revealed a series of operations
that were very frequent but could not be replaced by synonym substitution. To cover
these, we implemented a rule-based lexical simplification system. Both components
are described in the following.

4.2.1. Synonym Substitution in LexSiS. Synonym-based lexical simplification has to solve
two problems: First, the system must find a set of synonyms that can serve as adequate
word substitutes in a given context and, second, the system has to choose the synonym
with the lowest lexical complexity. As a resource in which to look up synonyms we use
the Spanish OpenThesaurus, a collaborative effort to create a thesaurus, which is freely
available under a GNU license. Even if the collaborative nature of the OpenThesaurus
implies a certain lack of quality control, we showed in Saggion et al. [2013] that its
use does not lead to a significantly worse performance than the use of the Spanish
WordNet, a resource with a much stricter quality control.

In order to address the problem of adequacy for a given context, LexSiS performs
a kind of word sense sisambiguation: OpenThesaurus lists several groups of possible
synonyms that separate different senses of the target word. Consider the example of
the entry for droga (drug), which is ambiguous between a medical and a recreational
reading:

drogal3
—medicina|medicamento|farmaco
—anfeta|anfetaminalestimulante
—estupefaciente|narcético
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OpenThesaurus lists three word senses here. One corresponds to the medical use
and includes the words medicamento (medicament) and medicina (medicine). The other
two correspond to the nonmedial sense(s) and list words like estimulante (stimulant)
and narcético (narcotic). According to the distributional hypothesis [Firth 1957; Harris
1968], which we adopt here, different uses of a word like droga tend to occur in different
lexical surroundings. LexSiS uses a word vector space model [Sahlgren 2006], which
represents the lexical distributional information for individual words. In this model,
each dimension represents a possible context word and the extension of this dimension
represents the frequency with which it can be found within a symmetric nine word
window (four words to the left and four words to the right) in a corpus. The vector
for individual senses of this word are derived by summing over the word vectors of
all the words listed in one word sense. Each word-sense vector is then compared to
a vector representing the local target context and the vector with the lowest cosine
distance is chosen. Nevertheless, since the thesaurus is not perfect, often the word
senses are not properly distinguished and often words are listed in the wrong word
senses. Therefore, we apply an additional threshold that discards those words whose
vectors are too distant from the target context.

Finally, the system must choose one of the words from the list of words that represent
a word sense. For measuring the lexical simplicity, we used a weighted measure that
combines word frequency and word length.® The word with the highest simplicity score
is chosen for the final lexical simplification. If none of the words listed in the chosen
word sense has a higher simplicity score than the original word, no simplification is
performed.

As an illustration, LexSiS is able to perform lexical substitutions, like the one that
can be observed in (3), where the less frequently used word with Latin origin urbes
(cities, urban areas) has been changed to ciudades (cities). In fact, even if the lemma
ciudad is two characters longer than urbe, the former is nearly 80 times more fre-
quent than the latter. Note that, in addition, this example contains an instance of
syntactic simplification and one instance of rule-based lexical simplification (dos/two
transformed into the numeral 2; see Section 4.2.2).

(3a) dos ciudades llegan a la fase final de un concurso convocado por la Comision
Europea para reconocer a aquellas urbes que mds se han destacado en promover
la accesibilidad universal. (Two cities reach the final phase of the competition
organized by the European Commission to recognize those urban areas that have
most stood out in their promotion of universal access.)

(3b) 2 ciudades llegan a la fase final de un concurso para reconocer a aquellas
ciudades que mds se han destacado en promover la accesibilidad universal. El
concurso estd convocado por la Comisién Europea.

(2 cities reach the final phase of the competition to recognize those cities that have
most stood out in their promotion of universal access. The competition is organized
by the European Commission.)

6The simplicity score is computed as SCOTesimp = A1 X SCOT€yordlength + Q2 X SCOTe freq, Where ay = —0.39
and and wg = 1.11. Even if the scores for word length and frequency correspond to different underlying
distributions and can thus not be directly compared, word frequency receives a stronger weight than word
length. The frequency-based simplicity score score freq is computed as the logarithm of the word count per
lemma. The score for word length, scoreyordengtn, is calculated as /wordlength — 4 for words with more
than four characters. Since nearly all highly frequent words tend to have between one and four letters, we
assign a scoreyord length 0f 0 to all words of length 4 and shorter. For a justification of this formula and the
weight setting, please see Bott et al. [2012a].
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A previous dedicated evaluation [Bott et al. 2012a] showed that the synonym sub-
stitution performed by LexSiS preserves the meaning in 72.49% of the cases and can
produce a simpler replacement in 40.88% of the cases. In 58.93% of the instances, the
substituted word was judged as either equally complex or simpler than the original.

The system also outperformed the frequency baseline (where the most frequent word
listed in the thesaurus is used as a substitute) employed in the SemEval simplification
task in 2012 [Specia et al. 2012]; in the mentioned task, the baseline turned out to be
very hard to beat. This can be attributed to the fact that the word sense disambiguation
module improves over the baseline in terms of meaning preservation: The baseline,
which ignores sense distinctions, only shows a meaning preservation of 66.12%, which
compares favorably to the aforementioned 72.49% achieved by LexSiS.

It should be stressed that LexSiS only requires language resources that are relatively
easy to find for most languages. The most crucial of these is a thesaurus lexical resource.
We have shown in Saggion et al. [2013] that also WordNet can be used for this purpose
with similar results. Further on, LexSiS needs a lemmatizer and a sufficiently large
corpus to train the vector space model. With these relatively modest requirements, the
module is portable to a range of other languages, which might not have large collections
of parallel text, such as the Simple English Wikipedia that was used in some alternative
approaches to lexical simplification [Yatskar et al. 2010; Biran et al. 2011].

4.2.2. Rule-Based Lexical Simplification. An analysis of a subset of 40 pairs of original and
manually simplified texts from the Simplext corpus revealed a number of restricted
simplification operations, none of which belong to either the lexical or syntactic compo-
nents and that serve to normalize reporting verbs, reduce sentence content, and clarify,
normalize, or reduce numerical information.

All the insights obtained in this study have been reported in Drndarevic and Saggion
[2012] and Drndarevic et al. [2013] and are here briefly summarized.

One of the findings of our analysis was that parenthetical information is generally
eliminated from the sentences, so we implemented a rule that recognizes and eliminates
the corresponding constructions from the texts.

Another interesting observation was the one concerning how reporting verbs, which
are very common in newspaper articles, are simplified. We observed that 10 different
reporting verbs in the 40 original texts of the Simplext corpus (i.e., warn, confirm,
assure, suggest, say, explain, inform, point out, underline) were all transformed at
least once into the verb decir (say), which is simpler and less ambiguous than any
of the other verbs. However, a rule that replaces a reporting verb with the form say
cannot be blindly applied; instead, a set of rules that check the context of the reporting
verb were implemented to ensure that the substitution is valid (e.g., the substitution
with the verb say leaves the syntactic structure correct). The original list of reporting
verbs from the Simplext corpus was expanded using a thesaurus, so we obtained 32
different verbs in order to have a good coverage on unseen documents (see Drndarevic
et al. [2012] for details). The decision of substituting all reporting verbs was justified
with the fact that decir is both the most common and the most general reporting verb
[Quirk et al. 1985; Bosque Munoz and Demonte Barreto 1999] and shorter than any
of its semantic equivalents, which complies with the rules present in the “Make it
Simple” guidelines [Freyhoff et al. 1998]. The authors also found that substitution of
any reporting verb with decir eliminates polysemy, as is the case with the verb indicar,
which in Spanish means both “point” (the literal meaning) and “point out” (nonliteral
meaning). As stated in WCAG 2.0 guidelines [W3C 2008], use of nonliteral meaning
should be avoided in easy-to-read writing.

Where numerical expressions are concerned, we have found a number of interesting
editing operations, the most common being that numerical expressions are usually
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eliminated, probably because they convey too detailed information that could be erased
without harming the essential message. However, we found this transformation a bit
risky to implement because if blindly applied, it can harm the sentence syntactic
structure.

The rest of the editing operations, which are regular enough, context independent,
and therefore safe to implement are the transformation of numbers in words into their
equivalent numerical expressions (for numbers in the range from 1 to 10), the addition
of the word “year” to the numerical representation of years (e.g., “year 1999” instead
of “1999”), the transformation of named periods (e.g., decades, centuries) into their
corresponding meaning (e.g., “20 years” instead of “2 decades”), and the reduction of
dates comprising a year to the year itself (e.g., “by 2010” instead of “by the end of May
2010”). This latter operation requires accurate identification of a number of complex
constructions for which 47 rules have been implemented and tested.

The last rather regular operation, which is mainly observed in international news,
is the transformation of adjectives of nationality into a periphrastic structure (e.g.,
“the government of Pakistan” for “the Pakistani government”); this is also observed for
pronominalization of these adjectives (e.g., “people from Pakistan” for “the Pakistanis™).

For the implementation of the aforementioned operations, the Java Annotation Pat-
tern Engine from the GATE system was used [Cunningham et al. 2000]. The rules,
which were manually designed, rely on lexical, part-of-speech tags, and dictionary
information (e.g., reporting verbs, adjectives of nationality, key words).

An evaluation of the rules over a set of randomly selected unseen documents from
the corpus revealed perfect precision although limited recall. For example, rules that
transform reporting verbs achieved perfect precision and 0.74 recall, while rules that
transform numerical information achieved perfect precision and 0.84 recall.

5. EVALUATION DESIGN

In this section, we present the experimental setup to evaluate our system by using,
first, automatic readability measures and, second, a human evaluation.

We were interested in investigating how far the improvement could be measured
in terms of automatic metrics of text complexity at different linguistic levels and also
in how far such automatic metrics correlate to the judgments of human readers. For
the evaluation with the use of metrics, we first compared the original texts to the
automatically simplified versions of the same texts in order to see if an improvement
could be observed. We also compared the original texts to the human simplified versions
of these, which we took as an upper bound of how much reduction in measurable
complexity a system could be expected to achieve. It should be noted that automatic
metrics can usually only be applied at the text level and not at the sentence level, in
contrast to the evaluation with human subjects, which was designed to apply at the
sentence level. As for the evaluation with human subjects, we only compared original
sentences to simplifications produced by the Simplext system (human simplifications
were not assessed). We wanted to test three factors: in how far automatically simplified
sentences showed a degradation of grammaticality, in how far they were perceived as
being simpler, and in how far they preserved the meaning of the original.

For the creation of the dataset, we used the Simplext Corpus for Spanish [Saggion
et al. 2011]. This corpus is composed of news from four different genres: international
news (INT), culture news (CULT), national (NAC) news, and society (SOC). To obtain
the evaluation samples, we applied the Simplext system to the whole corpus. While for
the evaluation with metrics we used the whole corpus, for the evaluation with human
subjects we used randomly selected sentences that contained at least two automatically
produced simplification operations. The corpus we used for the evaluation here did
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not contain the simplified text we used for the initial corpus studies presented in
Section 3, or material that was used for system development.

5.1. Readability Measures

We automatically evaluated our text simplification system using seven complexity mea-
sures for Spanish: the Lexical Complexity index (LC), the Spaulding’s Spanish Read-
ability index (SSR), the Sentence Complexity Index (SCI), the Percentage of Complex
Sentences (CS), the Average Sentence Length (ASL), the average embedding depth
of sentence (DEPTH), and the average number of punctuation marks (PUNCT). We
define each of these measures in the following.

The readability indexes we used (LC, SSR, and SCI) were not originally formulated
for the evaluation of automatic simplification but for the assessment of the reading dif-
ficulty level of human produced texts. Despite this, they showed a good correlation with
many linguistically motivated features that might be seen as reading obstacles for our
target population [Stajner et al. 2014]. In the same study, the authors proposed various
ways in which those indices can be used in automatic evaluation of text simplification
systems in Spanish.

To the best of our knowledge, the average embedding depth of sentence (DEPTH)
has never been used for the automatic evaluation of the ATS systems before. We
propose it here as we believe that it complements well the other three metrics concerned
with the syntactic complexity of texts (SCI, CS, and ASL). The percentage of CS was
implemented as the ratio between complex and simple sentences, which was used as
a measure of syntactic complexity in Stajner et al. [2012]. PUNCT was originally used
in one of our previous studies [Drndarevic et al. 2013].

We initially assumed that the simplified texts produced by humans would achieve
lower scores on these metrics than original texts (i.e., indicating simpler texts) because
they were intended to be simpler to read than the original texts. We also expected
that the automatically simplified texts would score lower on these metrics than the
original texts, since the automatic process should resemble in some respect the human
performance. It is important to note, that none of the metrics were used to guide
the system development, so the influence of automatic simplification on improvement
according to these scores should be mediated by the fact that automatic simplification
imitates human operations.

LC index. The LC index is defined as a measure of lexical complexity of literary texts
aimed at second language learners. Following Anula [2007], the formula is computed
using Equation (1) where Lexical Distribution Index (LDI) and Index of Low Frequency
Words (ILFW) are computed with Equations (2) and (3), respectively.

Lc = LPL+ILEW. 1)
2
N(dcw)
LDI = NG (2)
_ NUfw)

Definitions of the variables used in the formulas are given in Table II. According to
Anula [2007], low frequency words (Ifw) are those words whose frequency rank in the
Referential Corpus of Contemporary Spanish (cf. footnote 1) is lower than 1,000 (see
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Table II. Basic Definitions for Complexity Measure Computation

N(dcw) is the number of distinct content words in the text.
N(s) is the number of sentences in the text.

N(cs) is the number of complex sentences in the text.
N(fw) is the number of low frequency words in the text.
N(cw) is the number of content words in the text.

N(w) is the number of words in the text.

N(rw) is the number of rare words in the text.

Table Ill. Royal Spanish Academy’s Frequency
List from Royal Spanish Academy Corpus

Word Frequency
de 9999518
la 6277560
que 4681839
el 4569652
teatro 21663
importantes 21597
evitar 21587
adornos 957
discute 957
ejecutado 957
ermita 957
esnifaban 1
esnifadas 1
esnifaron 1

Table III for a sample of such a list). In order to compute the formula automatically,
we lemmatized the list of low frequency words.

SSR. The SSR index [Spaulding 1956] uses both vocabulary and sentence structure
to predict the relative difficulty of reading material. We use formula (4) and definitions
in Table II for SSR computation.

Nw) | 531, NOw

SSR =1.609 % N New)

+ 22.0. 4)

As rare words (rw), we considered those words that cannot be found on the list of
1,500 most common Spanish words provided in Spaulding [1956]. Similarly to the case
of the LC, we lemmatized the given list in order to be able to compute the formula
automatically. For the same reason, we slightly modified the formula by not taking
into consideration Spaulding’s additional rules for the SSR calculation. SSR has been
used for assessing the reading difficulty of fundamental education materials for Latin
American adults of limited reading ability. Therefore, it would be reasonable to expect
that it could be successfully used for estimating the level of simplification performed
by text simplification systems that aim at making texts more accessible for this target
population.

SCI. The SCI was proposed by Anula [2007] as a measure of sentence complexity in a
literary text aimed at second language learners. For the computational implementation
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of SCI, see Equation (5).

SCI = w ®)
ASL. The ASL was calculated according to Equation (6).
N(w)
ASL = NG (6)

Percentage of CS. The percentage of CS was calculated according to Equation (7). We
defined “complex sentences” as those that have more than one verb cluster (a cluster
being a sequence of adjacent verbs without intervening words of other categories, such
as ha comido (has eaten) or quiere comer (wants to eat)).

Ni(es)
NG (7)

Embedding depth (DEPTH). For the calculation of embedding depth (DEPTH), we
took the most deeply embedded node in the dependency tree for each sentence produced
by the dependency parser [Bohnet 2009] and measured the distance between this node
and the root of the tree as the number of intervening nodes (plus the leaf node itself).
This measure does not discriminate between different syntactic constructions that may
present different degrees of perceived complexity, but it is still a very useful metric to
capture syntactic complexity: Long sentences may be either syntactically complex or
contain a lot of modifying material (adjectives, adverbs, or adverbial phrases). The lat-
ter do not increase the syntactic complexity and do not result in very deep trees, while
the former have a strong tendency to result in deep trees. Because of this, syntactic em-
bedding depth is a measure that complements ASL and captures syntactic complexity
in terms of recursive structures.

Punctuation marks (PUNCT). “Make it Simple” European Guidelines for the Pro-
duction of Easy-to-Read Information for people with Leaning Disability [Freyhoff et al.
1998] advise that texts aimed at this target population should have simple punctuation.
Therefore, we calculate the average number of punctuation marks per text (PUNCT),
according to the Part-of-Speech (POS) tagged output produced by FreeLing [Padré et al.
2010], as one of the indicators of text simplicity. Those punctuation marks, which de-
note the beginning” and end of a sentence, were not taken into account. In this way,
the presence (or absence) of sentences that were entirely deleted from the original
texts or those sentences that were added in the simplified versions (as explanations of
difficult terms or addition of general knowledge) during the manual simplification did
not influence the results. This decision enabled a fairer comparison of the outputs of
automatic and manual simplification, given that those two modules (for deleting and
adding information) are not implemented in the current ATS system.

We applied the formulas to the original, manually simplified, and automatic simpli-
fications of 120 texts from the Simplext corpus (those not used for the corpus studies),
in order to test whether the formulas are good indicators of the degree of simplification
and also to assess the degree of simplification achieved by our system. Results of the
evaluation are presented in Section 6.1.

CS =

5.2. Evaluation with Expert Readers

For the human evaluation with nontarget readers, we created a dataset composed of
sentences to be assessed according to their simplicity, grammaticality, and meaning

"Note that in Spanish, interrogative, imperative, or exclamatory sentences have special punctuation marks
not only at the end of the sentence but also at the beginning (; and ).
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preservation. Each participant had to read and rate the sentences as explained in the
following.

5.2.1. Design. There were two conditions in the experiment: one experimental condi-
tion and one control condition. The experimental condition, “Simplified,” is the condi-
tion in which the sentences were simplified using Simplext, while the control condition,
“Original,” is the condition in which the sentences were not modified. The experiments
followed a within-subjects design, so every participant contributed to both of the condi-
tions. The order of the conditions was counterbalanced to cancel out sequence effects.
To measure the quality of our algorithm, we used three dependent variables: Simplicity
Score, Grammaticality Score, and Meaning Preservation Score.

5.2.2. Participants. We recruited a total of 25 participants. They were all native speak-
ers of Spanish and their ages ranged from 18 to 58 years. We consider them strong
readers because they all finished postcompulsory schooling and did not have any read-
ing or cognitive disability. We decided to use strong readers because this way we ensure
that a disability does not affect the results of the evaluation. None of the participants
were involved in the project and none had experience in simplification tasks.

5.2.3. Materials. To study whether the sentences generated by our system were accu-
rate and simpler, we presented sentences to the participants. We used sentences and
not shorter segments because the comprehension of the text generally pertains to long
segments [Huenerfauth et al. 2009]. In the following, we describe how we designed the
materials that were used in this study.

Evaluation Dataset. For the creation of the dataset, we used 120 sentences from
the Simplext Corpus (not used for system development). From the system simplified
output we extracted all those sentences that had undergone two or more simplification
operations, stemming from at least two different simplification modules described in
Section 3. In the human evaluation of ATS systems, it is a common practice to include
only those sentences that have undergone at least one modification in each of the
systems compared [Feblowitz and Kauchak 2013; Siddharthan and Angrosh 2014]. As
the components of our system were already evaluated separately in Bott et al. [2012a]
and Drndarevic et al. [2013], our goal here was to investigate how they interact among
themselves and evaluate our ATS system as a whole. Therefore, we were interested
only in those sentences that were simultaneously modified by at least two different
simplification modules. This gave us a total of 150 automatically simplified sentences.
We divided these sentences according to the genre to which they belong and then we
randomly extracted 12 sentences from each genre.

As aresult, we had an evaluation dataset composed of 96 sentences: 48 simplified and
48 corresponding original sentences. For example, in the following pair of sentences,
we observe two changes made by Simplext: First, one long sentence is divided into two
shorter ones and, second, the word in parentheses “(Colombia)” is deleted.

(4a) (Original) La Casa de América de Madrid acoge el Festival Vivamérica, que
este anio se celebra también simultdneamente en las ciudades de Cddiz, Zaragoza
y Barranquilla (Colombia). (La Casa de America in Madrid hosts the Vivamérica
Festival, which is this year also celebrated simultaneously in the cities of Cadiz,
Zaragoza and Barranquilla (Colombia).)

(4b) (Simplified) La Casa de América de Madrid acoge el Festival Vivamérica.
Este Festival este afio se celebra también simultdneamente en las ciudades de Cadiz,
Zaragoza y Barranquilla. (La Casa de America in Madrid hosts the Festival Vi-
vamérica. The Festival is this year also celebrated simultaneously in the cities of
Cadiz, Zaragoza and Barranquilla.)
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Table IV. Mean Values for Different Readability Metrics.
Values are Presented Along with the Standard Error Mean
Results are for 120 Datapoints in Each Corpus.

Results are presented together with standard error mean. The differences presented in bold are those

Readability Original Autom. Simp. | Man. Simp.

LC 11.27 + 0.26 9.35 £ 0.25 4.29 £ 0.27
SSR 179.89 £ 1.50 | 164.70 + 1.50 | 120.90 + 1.74
ASL 33.08 + 0.56 25.43 +£0.53 | 13.81+0.16
CS 69.15 + 1.39 55.11+1.82 | 52.05+2.04
SCI 51.11 + 0.82 40.27 £1.08 | 3293 +1.05
DEPTH 9.85 +0.14 8.50 +1.14 5.87 £ 0.06
PUNCT 17.22 £ 0.72 14.07 £ 0.59 3.40 £ 0.33

Table V. Mean Paired Relative Differences (MPRD) on the Whole Corpora

not statistically significant (p > 0.05), while all other results are significant (p < 0.001).

Readability | Original vs. Manual | Original vs. Autom. Simp. | Autom. Simp. vs. Man. Simp.
LC —62.92% + 1.90% —17.00% =+ 1.08% —54.64% + 2.23%
SSR —32.74% + 0.89% —8.39% =+ 0.46% —25.90% + 1.02%
ASL —56.92% =+ 0.85% —22.32% + 1.31% —43.40% + 1.15%
CS —24.58% =+ 3.02% —20.55% + 1.96% —1.33% =+ 4.58%
SCI —34.43% + 2.31% —21.16% + 1.63% —14.52% + 3.15%
DEPTH —39.46% + 0.77% —13.12% + 1.15% —29.42% + 1.03%
PUNCT —T77.28% + 2.37% —17.37% + 1.41% —72.28% + 2.79%

Test. To present the sentences, we used an online questionnaire composed of 240
items: 96 items for rating the Simplicity Score, 96 for the Grammaticality Score, and
48 for the Meaning Preservation Score. For the Meaning Preservation Score, the sen-
tences were presented in pairs and the participants gave a score through comparison
(i.e., these two sentences have the same meaning). For the Simplicity Score (i.e., this is
a simple sentence) and Grammaticality Score (i.e., this sentence is grammatically cor-
rect), the sentences were presented individually. Each of the sentences were presented
with a 5-point Likert scale (1 — Strongly disagree, 2 — Disagree, 3 — Neutral, 4 — Agree,
5 — Strongly agree).

5.2.4. Procedure. Depending on the participant, the test lasted from 30 to 50 minutes.
All participants undertook the test online at their homes. The fifth author was on-
line to ease possible doubts or questions. First, the participants read the instructions
presented in the test and had the opportunity to ask questions if needed. Then, they be-
gan with a questionnaire that was designed to collect demographic information. Third,
they undertook the test and rated the sentences.

6. RESULTS
6.1. Readability Measures Results

Table IV shows the overall results for the automatic evaluation of the readability
of the original, automatically simplified and manually simplified texts. Furthermore,
we tested the statistical significance of the paired differences between each of the
two corpora, for each of the readability metrics. In cases in which the metric was
approximately normally distributed in both corpora, we used the two-tailed paired t-
test; we used the Wilcoxon signed-rank test otherwise. The normality of the data was
tested using the Shapiro-Wilk test of normality, which is preferred for small datasets
(<2,000). All tests were performed using SPSS. Table V presents the Mean Value of the

ACM Transactions on Accessible Computing, Vol. 6, No. 4, Article 14, Publication date: May 2015.



Simplext: A Text Simplification System for Spanish 14:25

Paired Relative Differences (MPRD) for each pair of the corpora on each metric. The
MPRD were calculated according to Equation (8), where r;(x) and ¢;(x) represent the
value of the metric x on the ith reference text (r;(x)), and the value of the metric x
on the ith current text (c;(x)). For example, in the column “Original vs. Manual” in
Table V, the original texts are the reference texts and the manually simplified texts are
the current texts. In our case, the number of text pairs (N in Equation (8)) is always
120.

1 XL /100 % ¢i(x)
MPRD = ¥ ; <T — 100) ) (8)

The differences between the original texts and their corresponding simplified ver-
sions are very large (up to 77%) and statistically significant (at a 0.001 level of sig-
nificance) on all seven readability metrics (column “Original vs. Manual,” Table V).
This shows that these seven metrics reflect some of the main differences between the
original and simplified texts, and thus justifies their use as a part of the evaluation
of our automatic simplification system. The scores for automatically simplified texts
are consistently lower than those for the original texts on all seven measures (column
“Original vs. Autom. Simp.,” Table V). All differences (except for CS) are statistically
significant at p < 0.001 level. This indicates that our system produces texts that are
simpler than the originals. However, the simplicity of these automatically simplified
texts still does not reach the level of manually simplified texts on six out of seven used
metrics (column “Autom. Simp. vs. Man. Simp.,” Table V). This was expected, as all of
those six metrics are heavily influenced by deletion of both whole sentences and sen-
tence parts, which were common operations during the manual simplification [Stajner
et al. 2013a] but are still not implemented in the current version of the system.

Still, automatic simplification achieves almost equal decrease in the percentage of
CS as the manual simplification (note that the paired relative difference in CS between
those two corpora is very small and not statistically significant).

6.2. Evaluation with Expert Readers

A Shapiro-Wilk test showed that the datasets were not normally distributed (p <
0.001 for all datasets). Hence, to study the effect of the experimental condition on
the Simplicity Score and Grammaticality Score, we used the nonparametric test for
repeated measures, the Wilcoxon’s test. The results of the nonfinal user evaluation are
presented in Table VI.

Although the original sentences and their corresponding automatic simplifications
have the same mean for the Simplicity score (Mean = 3.2), the Wilcoxon’s test for
repeated measures reported a statistically significant difference between those two
groups of sentences (W = 68,782.5, p < 0.001*). Automatically simplified sentences
were perceived as significantly simpler (Median = 3.5, Mode = 5) than their originals
(Median = 3, Mode = 3). It is interesting to note that as many as 30% original sen-
tences were rated as Neutral, while that was the case in only 10% of the automatically
simplified sentences.

We found a significant difference between the conditions regarding the Grammatical-
ity Score (W = 301,565, p < 0.001%). Original sentences were perceived as significantly
more grammatical than automatically simplified ones, which is common in previously
proposed ATS systems [Wubben et al. 2012; Feblowitz and Kauchak 2013].

Regarding the Meaning Preservation Score, 70% of the participants agreed that the
meaning was preserved (44.75% of them strongly agreed).

6.2.1. Comparison of Our Results with the State-of-the-Art ATS Systems in English. Given that
our experimental setup for the human evaluation follows the previously established
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Table VI. Results of the Nonfinal User Evaluation
Simplicity (O): Simplicity of the Original Sentences; Simplicity (AS): Simplicity of the Automatically Simplified
Sentences; Gramm. (O): Grammaticality of the Original Sentences; Gramm. (AS): Grammaticality of the Automat-
ically Simplified Sentences; Meaning: Meaning Preservation Score on the Corresponding Pairs of Original and
Automatically Simplified Sentences.

Score Simplicity (O) | Simplicity (AS) | Gramm. (O) | Gramm. (AS) | Meaning
5 — Strongly agree 20% 30% 63% 24% 45%
4 — Agree 20% 20% 23% 21% 25%
3 — Neutral 30% 10% 7% 24% 10%
2 — Disagree 20% 20% 5% 18% 11%
1 — Strongly disagree 10% 20% 2% 13% 9%
Mean 3.20 3.20 4.40 3.25 3.86
Median 3 3.5 5 3 4
Mode 3 5 5 3and5 5
Positive 40% 50% 86% 45% 70%
Neutral 30% 10% 7% 24% 10%
Negative 30% 40% 7% 31% 20%

Table VII. Comparison of the Human Evaluation Scores Obtained for Our System and for the State-of-the-Art
ATS Systems in English

Reference System Fluency | Adequacy | Simplicity
Zhu et al. [2010] 2.59 2.82 2.93
Wubben et al. [2012] RevILP [Woodsend and Lapata 2011a]| 3.18 3.28 2.96
Wubben et al. [2012] 3.83 3.71 2.88
Feblowitz and Kauchak [2013] 3.80 3.09 3.55
Feblowitz and Kauchak [2013] Wubben et al. [2012] 3.64 3.91 3.07
Coster and Kauchak [2011a] 3.74 3.86 3.19
Angrosh and Siddharthan [2014] 3.52 3.40 3.73
Angrosh and Siddharthan [2014] Woodsend and Lapata [2011a] 1.97 2.23 2.33
Current study Simplext 3.25 3.86 3.20

standards for this task [Wubben et al. 2012; Feblowitz and Kauchak 2013; Angrosh and
Siddharthan 2014],8 we are able to compare our results with those obtained for the
state-of-the-art ATS in English (Table VII).? Those four previous studies also evaluate
the Simplicity, Fluency (which we call “Grammaticality”), and Adequacy (which we call
“Meaning Preservation”) on a 5-point Likert scale. The mean value of the three scores
is based on the ratings for 62 original sentences and their corresponding simplifications
involving 28 raters [Angrosh and Siddharthan 2014]; 100 original sentences and their
corresponding simplifications involving 10 raters [Feblowitz and Kauchak 2013]; 20
original sentences and their corresponding simplifications involving 46 raters [Wubben
et al. 2012]; 48 original sentences and their corresponding simplifications involving 25
raters (current study).

As we can see from the results presented in Table VII, regarding its fluency, our
system’s output was rated lower than the output of the systems proposed in Wubben
et al. [2012], Feblowitz and Kauchak [2013], Coster and Kauchak [2011a], and Angrosh
and Siddharthan [2014], but still better than those proposed in Zhu et al. [2010] and
Woodsend and Lapata [2011a]. In terms of meaning preservation, our system was
(together with the systems proposed in Coster and Kauchak [2011a] and Wubben et al.

8Narayan and Gardent [2014] use the 0-5 scale and Glavas and Stajner [2013] use the 1-3 scale, instead of
the standard 1-5 scale and were thus excluded from this comparison.
9ATS systems in other languages, for example, Paetzold and Specia [2013], Specia [2010], and Brouwers
et al. [2014], were not evaluated using this kind of human evaluation.
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Table VIII. Example of Original, Manually Simplified, and Automatically Simplified Sentences

Original: El 90% de los esparioles prefiere adoptar un perro o gato antes que comprar el animal, en
tanto que el 10 por ciento restante optaria por pagar porque prefiere un animal de raza, segiin un
sondeo elaborado por eBay Anuncios sobre la percepcion ante las adopciones de mascotas. (90% of
Spaniards prefer to adopt a dog or cat before buying the animal, while the remaining 10% would opt
to pay because they prefer an animal of good breed, according to a survey prepared by eBay Ads on
perceptions before pet adoption.)

Manual Simplification: La mayoria de los esparioles prefiere adoptar un perro o un gato a comprarlo.
El resto de los espafioles prefiere comprar el animal. Asi estdn seguros de que el animal es de buena
raza. (Most Spaniards prefer to adopt a dog or cat to buy it. The rest of the Spaniards prefer to buy
the animal. So they are sure that the animal is of good breed.)

Automatic Simplification: El 90% de los esparioles prefiere adoptar un perro o gato antes que comprar
el animal, en tanto que el 10 por ciento restante optaria por pagar porque prefiere un animal de raza,
segtin un sondeo sobre la percepcién ante las adopciones de mascotas. El sondeo estd elaborado por
eBay Anuncios. (90% of Spaniards prefer to adopt a dog or cat before buying the animal, while the
remaining 10% would opt to pay because they prefer an animal of good breed, according to a survey
on perceptions before pet adoption. The survey is prepared by eBay Ads.)

Table IX. Examples of Inferential Questions

Text Question

A — Pets What is this news about?

B — Soccer Museum What museum is this news about?
C — Braille Writing System | What is the Braille Writing System?

[2012]) rated the best. The simplicity of our automatically simplified sentences was
rated equally as good as in the system proposed in Coster and Kauchak [2011a]. Only
two systems (Feblowitz and Kauchak [2013] and Angrosh and Siddharthan [2014])
were rated better than ours in terms of the simplicity.

6.3. Evaluation with Target Readers

The PRODIS foundation!® carried out a reading and comprehension evaluation of the
texts produced by the Simplext system relying on 44 subjects with Down syndrome
(results of the experiment were reported as part of internal documentation of the Sim-
plext project in Rodriguez and Izuzquiza [2013]). This evaluation is complementary to
the one presented earlier and sought to assess differences in readability and under-
standing of different versions of the same text with the intended users of the system.
Only three texts—A (a text about pets), B (a text about a soccer museum), and C (a
text about the Braille writing system)—were considered in the evaluation. Readability
was measured as the time taken by the subjects to read the texts and comprehension
was measured as the number of correct questions answered after reading the text.
There were three conditions in the experiment: (i) “Original”—the condition in which
the subject reads and answers questions about the original text, (i1) “Automatic”—the
condition in which the subject reads and answers questions about the automatically
simplified text, and (iii) “Manual”—the condition in which the subject reads and an-
swers questions about the manually simplified text (see Table VIII for examples of
original, manually simplified, and automatically simplified sentences for text A on
pets adoption).

Each subject answered four inferential questions after reading a printed version of
the text. Note that no participant read two different versions of the same text (see
Table IX for examples of the questions for each of the three texts). While the quantita-
tive results of the experiment showed differences between the original and simplified
conditions with simplified texts obtaining on average more correct answers than the

Ohttp://www.fundacionprodis.org/v2/en.
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original texts, no statistical differences on readability and understanding for the three
conditions could be established using statistical tests. However, the qualitative evalu-
ation showed that the participants found very positively the existence of a tool such as
Simplext that provides a simplification solution accessible through different technolog-
ical channels (e.g., computer, smartphone, tablet). Subjects were also able to perceive
differences in the texts making them more confident in the reading task. One of the
limitations of the user evaluation was the size of the sample; with only three texts
it was very difficult to establish any statistical differences in the obtained results so
additional tests with more texts should be carried out before any conclusion can be
reached.

7. DISCUSSION AND ERROR ANALYSIS

The evaluation according to automatic measures shows that the linguistic complex-
ity captured by these measures can be reduced by our text simplification approach.
Although statistically significant differences are observed when comparing original
and automatically simplified versions (e.g., automatically simplified texts are indeed
simpler), we cannot achieve the level of simplicity of human editors. This is not an un-
expected result since human editors use considerable syntactic and world knowledge;
they are able to transform the input by paraphrasing and applying summarization
operations that are difficult to implement computationally.

According to our human evaluation, 70% of the simplifications preserve the meaning
of the original sentences. In only 30% of the cases, the simplification was not consid-
ered more simple than the original and in only 31% of the cases the automatically
simplified sentence was not considered grammatical. The results should be interpreted
with caution since all of the participants in the evaluation in Section 5.2 were native
speakers of Spanish with no intellectual disability. In addition, they had a generally
high level of education. Therefore, the test subjects generally may have had no difficul-
ties understanding the original sentences and may be more likely to perceive degraded
grammaticality more strongly than any possible simplification effect. Simplified sen-
tences tend to contain repetitions of words, which are desirable from a simplification
point of view, but may be seen as stylistic shortcomings by readers that do not have
problems understanding the original text from the start. Bad rule applications of the
syntactic simplification module are especially disturbing for human readers, since they
directly influence grammaticality. Earlier error analysis [Bott and Saggion 2014] re-
vealed that many of the degraded output cases from the syntactic simplification module
were directly traceable to parsing errors that stem from the dependency parser.

In order to estimate how far the known problems of different parts of the pipeline
affect perceived quality of the simplification—the degradation of the ratings for gram-
maticality, simplicity, and meaning preservation between the original and simplified
version—we carried out an error analysis over the user ratings from the evaluation
with nonfinal users. We found that practically none of the errors that caused distortion
were caused by the rule-based lexical simplification module. This module makes rather
prudent and conservative changes, so it is not very surprising to find that it operates
with a high precision. Therefore, the further error analysis only takes the syntactic
simplification grammar and the LexSiS module into consideration.

Low simplicity ratings of automatic simplifications could be traced to both syntac-
tic simplification errors and, to a somewhat larger extent, lexical errors produced by
LexSiS. Interestingly, we could observe that syntactic simplification errors were not
penalized as much as lexical simplification errors in this respect. The lexical errors
were partly due to bad lemmatizations, which, for example, wrongly output a verbal
lemma for a target noun.
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Turning to the decrease in grammaticality ratings, we found that, although this
problem can be caused by either lexical or syntactic simplification, there seems to be a
tendency for syntactic simplification errors to be responsible for it. On the contrary, a
decrease in meaning preservation seems to have been caused more often by problems
stemming from the LexSiS module, although syntactic errors are also very common. As
we suspected, decrease of meaning preservation is also correlated with high statistical
significance to both decrease of simplicity and decrease of grammaticality.!!

Example (5) shows the worst simplification in the evaluation dataset (the one which
got the worst simplicity, grammaticality, and meaning preservation scores for the au-
tomatically simplified version). Here, two unfortunate simplification errors conspire:
the word escape (escape) was substituted by the word libertad (liberty), which is listed
as a possible synonym for the former, but is clearly infelicitous in the given context.
Further on, there is also a syntactic simplification error that is caused by the wrong
attachment point of the verb causa (cause) and a wrong interpretation of the adjective
abieto as a past participle. Because of the parser error, the grammar wrongly separates
the complex NP subject of causa (causes) from the verb itself. Further on, because of
the wrong attachment point (given by the parser) for the verb causa, the state of affairs
that is caused is separated from the real grammatical subject of the verb (the use of
stoves and fires) and placed in the wrong one of the two sentences that result from the
splitting operation.

(5a) La organizacién mundial advirtié que el uso de esos materiales para cocinar y
calentar las casas en estufas o fuegos abiertos sin escape por las chimeneas causa
contaminacién en los espacios cerrados.
(The international organization warned that the use of these materials for cooking
and heating the houses in stoves or open fires without escape through chimneys
causes contamination in closed spaces.)

(5b) La organizacion mundial dijo que el uso de esos materiales para preparar y
calentar las casas en estufas o fuegos. Las estufas estdn abiertos sin libertad por las
chimeneas causa contaminacion en los espacios cerrados.

(The international organization said that the use of the these materials for cooking
and heating the houses. The stoves are open without liberty for the chimneys cause
contamination in closed spaces.)

It must also be stressed that the syntactic constructions we target in this module
are notoriously difficult for automatic parsing: It can be, for example, very hard for
a parser to find the right head nouns it has to attach relative clauses to, which is a
problem of similar complexity to the well-known PP-attachment problem.

The automatic synonym substitutions present different problems for human judges:
They usually do not degrade the grammaticality of the output, but they influence the
meaning directly. If our system chooses a nonsynonym, the meaning of the sentence
can be altered. To some degree, we could trace nonsynonym substitution to errors in
the lexical resource we used (OpenThesaurus). This resource often lists words that
are not real synonyms or does not separate word senses accurately enough. A further
source of errors is the Word Sense Disambiguation (WSD) performed. WSD, especially
in unrestricted settings like ours, is a nontrivial problem in its own right.

HWe compared the ranks of the examples according to each rating with Spearman’s rank order correla-
tion and found high levels of significance in both cases (p < 0.005). Also, decrease in simplicity and in
grammaticality are highly correlated (p = 0.825, df: 48, p < 0.005).
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We also analyzed the strengths of the pipeline, looking at the examples that got
very high ratings in any of the aspects. The examples with the highest increase of
simplicity ratings show both lexical and syntactic simplification. Interestingly, raters
often perceived an increase in simplicity caused by synonym substitution, even if they
did not find the meaning preservation to be perfect. One such example is shown in (6).
The term érganos competentes (competent authorities), which appears in the original
sentence quoted here, is changed in the automatic simplification to érganos eficaces
(effective authorities). In this case, the ratings for meaning preservation range from
1 to 5, with a mean of 3.72. The example was on the average rated as 0.72-point less
complex than the original.

(6) ...establece la posibilidad de que los 6rganos competentes puedan fijar normas de
calidad ambiental para los sedimentos ...

(...establishes the possibility that the competent authorities can fix norms for the
environmental quality of the sediments ...)

As already said, simplicity, grammaticality, and meaning preservation are strongly
correlated. This tendency is especially strong in the highest rated examples. So, the
examples with the highest simplicity ratings (for the automatically simplified ver-
sion) also tend to be the highest rated examples for grammaticality and meaning
preservation.

Note that the results need to be taken with caution because the context of the sim-
plified sentences has not been taken into account when evaluating the simplification.
The results of the experiments leave space for improvement that we put forward in the
next section.

Where the final user evaluation is concerned, although differences were observed in
the performance of subjects with original and simplified texts (with simplified texts
allowing users to correctly answer more questions on average), the size of the sample
(three texts) prevented us from finding any statistically significant differences in per-
formance. A bigger sample would be required when carrying out further experiments.
Text simplification is a problem that is well deserved to be studied, because it corre-
sponds to a real need. Because of the multiple error sources and the unforgiving nature
of the task, the current state of the art cannot provide the end user with highly reliable
fully automated text simplification.

However, we believe that some of the shortcomings can be improved with further
investigation. Another promising option is to integrate automatic simplification in an
editing environment directed to human editors, in a similar way in which machine
translation can help human translators to produce high-quality translations more
efficiently.

8. CONCLUSIONS

The availability of massive textual repositories and the ubiquitous presence of textual
material on the Web does not mean that we all fulfill our rights to access information.
The way in which information is reported can have a big impact on accessibility for
people with special needs, people with limited education, immigrants, and so on. It is
humanly impossible to create customized versions of texts for every single individual or
group. Natural language processing research can, however, provide fully automatic or
semiautomatic text simplification processors that can facilitate the task of transforming
texts into adapted versions that are easier to read and understand for specific user
groups.
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In this article, we have described the research that was implemented in the Simplext
project to provide automatic simplification in Spanish. The main contributions of our
work are the following:

—the first lexical and syntactic simplification system for Spanish;
—a complete evaluation (both automatic and reader based) of the solution; and
—a comparison with similar techniques for the English language.

Our work was empirical, based on the analysis of a parallel corpus of original and
manually simplified newspaper articles. The findings from our corpus analysis were
implemented whenever possible in different rules and procedures. Our technological
road map was influenced by the need for a usable and accessible technological solution.

The limitations of the technology we used indicate many avenues for improvement.
For example, during syntactic simplification, we found that many errors were propa-
gated into the simplification system due to parsing errors. We believe that adapting the
parser to the specific characteristics of the target texts is essential and a method based
on adding small amounts of genre-specific data could improve the parser performance
and therefore the simplification output.

Where the lexical simplification is concerned, we have noticed that, on the one hand,
many difficult words are not simplified due to the lack of coverage of the lexical resource
and, on the other hand, that sometimes the replacement of a word by a synonym harms
the simplification because of a bad word sense disambiguation. The first problem could
be addressed by implementing a module of word sense induction providing appropriate
synonyms for unknown words. The second problem could be addressed by further
refining the filters that block those words that do not appear to fit in the context. We
already integrated one such filter in our system, but more refined techniques from
distributional semantics, such as a more appropriate term weighting or the use of
larger context windows, may lead to further improvements.
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