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Abstract

Social network sites (SNSs) have reshaped how information is spread, in favour of a

faster way of sharing ideas and participating in public discussions. Despite the im-

pressive number of benefits, SNSs bring with them an equivalent amount of polluting

phenomena that cannot be ignored. Among these issues, we include echo chambers,

i.e. polarized systems in which information, ideologies, and beliefs are amplified

as the only truthful view of reality, without contemplating rebuttal or openness to

different ideas. Although many efforts were made to study echo chambers, current

research lacks a rigorous analytical framework to analyze EC’s diachronic evolution.

Moreover, scarce to non-existent attention was given to characterizing the individ-

ual behaviours of the users therein. In this thesis is presented a study on echo

chamber detection on Reddit discussion boards revolving around the first two years

of Trump’s presidency. At first, for each chosen topic, we model the interaction

network of the users via node-attributed graphs, so that each user is characterized

by their own political leaning. Then, we extract communities and assess the risk of

them being echo chambers by looking at the topological cohesion and the ideology

homogeneity. Afterwards, we focus on their temporal evolution to gain new insights

into their stability. The second part of the work is about users and the different

ways of acting depending on whether they are trapped or not inside an echo cham-

ber. We analyze their linguistic productions, looking at text-specific features, the

emotion and sentiment vehicolated through their words, and finally, the topics they

talked about. This analysis is then enhanced by relating the temporal dimension to

the topic and sentiment, to have a fine-grained overview of the users. This provides

insights into the stability of ECs through time and the tendency of their members

to focus on a single controversial topic.
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Chapter 1

Introduction

The birth of Social Network Sites (hereafter, SNSs) brought a revolution in terms of

how interpersonal communication is perceived and in the way information spreads,

which became immediate, given the absence of time-space barriers. SNSs give users

very few limitations in terms of freedom of expression and possibility of building

relations with unknown people around the world sharing the same interests.

Despite all their advantages, SNSs carry undeniable consequences that open the

doors to polluting phenomena, due to the fact that they naturally inherit many

inner biases that inhabit the offline world, to which were added many other biases

born in online platforms.

The massive amount of heterogeneous information posted every day by users all

around the world may trigger the so-called cognitive dissonance, a feeling of discom-

fort that arises when a person is exposed to information that is not aligned with

their own. This feeling, as a consequence, brings users to avoid these potentially

contrasting contents via confirmation bias and selective exposure. Accordingly, they

tend to select and share only those contents aligned with their pre-existing beliefs,

reinforcing their views even more. These kinds of human biases are further exac-

erbated by SNSs’ algorithms which exploit users’ behaviours in order to offer them

content as similar as possible to their interests (i.e., filter bubble effect), with the

aim of maximizing their interactions and engagement.

Several studies underline that online information systems are polluted, in a way that

these online spaces are biased by the existence of polluted (i.e., polarizing) contents
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and behaviours that might interfere with the unfolding of public debates and in the

opinion formation process.

Among the existent polluted realities, are included echo chambers, closed online sys-

tems where users’ beliefs are amplified and insulated from rebuttal. The danger of

echo chambers has often been underlined in the literature since they are usually at

the roots of alarming events that might also outbreak in the offline world, leading

to further – and more serious – consequences such as interference in elections or

pseudo-science movements.

In recent years, a large body of work has addressed this issue, often with the aim

to assess the presence of echo chambers in specific SNS platforms. There are still

major gaps in this field, due to the fact that echo chambers are often detected as

static entities, that is, without keeping into account their temporal evolution, thus

leading to an undeniable loss of valuable knowledge. Additionally, to the best of my

knowledge, only a few studies have attempted to characterize the behaviours of the

users inside these polluted systems.

This thesis stems from the purpose to enrich the body of literature by offering a

methodology to assess the diachronic evolution of echo chambers and for character-

izing the way users discuss inside and outside them. The definition of the methodol-

ogy will be followed by a case study centered on American politics since for its own

nature is divided into two coalitions that foster the debates – and the divisions – in

the United States. The timespan under analysis is between 2017 and 2019, so as to

cover the first two years and a half of Donald Trump’s presidency, which witnessed

a clear increase in the division of the supporters of the two political sides. The data

for the case study and the framework for the echo chamber detection were taken

from [MPR21].

In Chapter 2 a literature review is introduced, to better assess the nature of the

biases involved in the formation of echo chambers. We also discuss different ap-

proaches employed in the literature to address the problem and we introduce some

basic notions about Network Science and Natural Language Processing that will be

useful for fully understanding the designed framework.

Subsequently, Chapter 3 introduces the methodology employed to i) assess the echo
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chamber evolution over time and ii) characterize the users from a linguistic point of

view. As for the first point, we leverage snapshot graphs to model the evolution of

Reddit users’ interactions through five different semesters. Each user is represented

by a node in a graph, and carries as metadata their political leaning, as described

in [MPR21]. After the creation of the dynamic network a Community Detection

algorithm will be applied to extract the most likelihood partitions, evaluated by

leveraging two measures to detect ideologically and topologically cohesive commu-

nities, to distinguish among the ones more at risk of being an echo chamber and the

ones with a lower risk.

It is then studied the evolution of these partitions through the Jaccard index; in this

way, we will also assess the stability of adjacent snapshots and it will be possible to

check whether echo chambers maintain or losetheir strong polarization over time.

Then, we present various approaches to characterize users in different ways. At

first, it is discussed to leverage text specific features extracted from the textual data;

another approach presented is to analyze the sentiment underlining users’ textual

production via VADER and the emotion conveyed by applying EmoRoBERTa or

Zero-Shot Learning. It is finally proposed to leverage BERTopic, a BERT-based

model trained for topic modeling, to characterize communities with the core topic

discussed.

This framework is then applied in Chapter 4 to a case study about American Politics.

For each step of the methodology, we describe and analyze the results, providing

possible keys for their interpretation.

Lastly, in Chapter 5 we will draw the conclusions of the work, focusing on the most

relevant results, on the discussion of the limitations of this approach as well as the

possible future developments of the work.



Chapter 2

State of the art

The purpose of this chapter is to break down – by conducting a literature review –

the concept of polluted information systems, namely virtual environments dominated

by biased contents and behaviours that can foster and ignite problematic phenomena

such as misinformation, hate speech and cyberbulling. Although these phenomena

are an offspring of the virtual realm, they are at the same time particularly dangerous

because they can easily slip into the physical world, leading to concerning effects,

i.e., no-vax movements, biased political information [KAZ19] and radical extremism

[Bri18].

In the first section of the chapter, social networks and the biasing phenomena that

inhabit them are described, with the purpose of giving an overview of the factors

involved in the development of echo chambers. The second part, instead, examines

frameworks and approaches used in the literature to identify polarized systems with

a focus on echo chamber detection. Ultimately, the last two sections introduce the

fields of research of Network Science and Natural Language Processing and give

an overview of the techniques leveraged in this work to assess the presence of echo

chambers and study the linguistic productions of the users.
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2.1 Social Network platforms and polluted infor-

mation systems

Social network sites (henceforth SNSs) radically changed the way human beings

perceive social interactions: a message that once could only be vehicolated through

paper and several travelling days, now it is sent almost immediately to the addressee,

no matter how far they are. SNSs opened the door to a new way to perceive

communication and to get in touch with others: they deconstructed the need to be

face-to-face to have a conversation and facilitated the acquaintance of new people

sharing the same interests, hobbies or, for example, political ideas. In addition to

this, SNSs also drastically changed the way individuals interact with information,

allowing them to become actively involved in sharing and discussing news within

their network.

Furthermore, the success of SNSs seems to be never-ending: in 2022 over the 63%

of the world population has access to the global network and almost 60% are social

media users too; to the current date, the most important ones are Facebook and

Whatsapp (owned by Meta) and Youtube1.

SNSs transformed users from mere consumers to producers – ranging from posts

to videos – and the novelty lies in being able to reach everyone having an Internet

connection, in a many-to-many communication [JH16]. A formal definition of SNSs

is given in [BE07], where they are described as web-based services that allow the

users to

(1) construct a public or semi-public profile within a bounded system, (2)

articulate a list of other users with whom they share a connection, and

(3) view and traverse their list of connections and those made by others

within the system.

The increased interconnectivity has also led to ineludible effects on the netsurfers’

opinion formation and information diffusion, as SNSs have a key role in spreading

information. Despite their benefits, SNSs have unfortunately inherited offline in-
1Digital 2022 Global Overview Report: https://datareportal.com/reports/

digital-2022-global-overview-report, last visited October 10, 2022

https://datareportal.com/reports/digital-2022-global-overview-report
https://datareportal.com/reports/digital-2022-global-overview-report
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dividual and group biases: several studies have shown that people tend to select

news and join discussions that are more aligned to their personal beliefs, in order

to avoid a mental discomfort, namely cognitive dissonance. The need to avoid this

discomfort brings the users to adopt behaviours of confirmation bias and selective

esposure: these two biases, allow them to filter contents in a way that they can fit

with their ideas. These biases are exarcerbated by SNSs’ biases, such as algorithmic

bias and filter bubbles.

In the following, we will briefly focus on the advantages and disadvantages of SNSs,

specifically outlining their role w.r.t. news and political debates.

Social networks are well known for increasing the heterogeneity of content and their

importance nowadays is also related to access to news, given that they encourage va-

riety also in political discussions and contents [Bru10a] [Bru10b]. This has the effect

to soften the boundaries between news and contents and motivates users to move

both in time and space through different pieces of news and discussions accordingly

to what Brundidge calls traversability. Moreover, Tucker in [TTRB17], points out

that SNSs facilitate inclusion since they give the opportunity to everyone to be part

of political discussions along with easing the likelihood of finding like-minded people,

supporting political candidates or parties and organising protests. One interesting

point from Tucker is that social media are like a neutral ground, a tool that may be

used by marginalized groups to increase democracy in democratic countries but, in

contrast, they can be used to manipulate anti-democracy and create autocracies in

democracies.

One evidence of the intrinsic value of SNSs for political participation is [Bou15].

Here, Boulianne correlates the usage of SNSs to participation in political life; Vac-

cari et al. [VVB+15], instead, support several theories. The first one is that the

online exposure of users can lead them to open up and express their political leaning,

while the second one is that they can increase the awareness of users, who may see

themselves as more capable of being included in the political process. Thus, can

even lead them to expose themselves via other forms of political participation.

So, on one hand, social media heterogeneity is said to aid political participation, but

on the other hand, there are major concerns about social fragmentation [Sun18][Pap02].
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In [Sun07], Sunstein suggests that fragmentation is potentially involved in polariza-

tion: people tend to form niches of ideologically similar people [Bri18] in a way that

they talk only to each other and mostly listen to their own voices. This hypoth-

esis has been widely dissected in the literature: evidence [QSS16, Bar15, CRA14]

shows that, to an extent, fragmentation exists in blog and social media, and the

phenomenon continues to be concerning since some of these groups may fall under

the dome of polarization. This may result in extremism and, even worse, physical

and/or psychological violence. Echo chambers have also been cited as the cause of

polarization towards extremism since they are repetitions of the same ideas that are

bounced back to the people inside.

Moreover, the large-scale diffusion of useful information often floods in information

overload. To cope with this, users enact actions that lead to confirmation bias and

selective exposure phenomena. At their roots, there is a mental discomfort called

cognitive dissonance, which is triggered by opinions or information contrary to one’s

personal ideologies or beliefs. This theory, elaborated by Festinger [Fes62], consis-

tutes an explanation for that exact distress people feel when exposed to different

beliefs or ideas. Likewise, it can be also exploited to understand why the exposition

to heterogeneous content may trigger that discomfort. According to this theory, if

a person holds items of information that are in conflict with each other, would feel

a sensation of discomfort since these items – i.e., behaviours, opinions, fragments of

knowledge, feelings – are in a psychologically dissonant relation.

The more the dissonant items, the stronger the effects of cognitive dissonance, and

although Festinger mentions some ways to escape cognitive dissonance, he also states

that it is not always possible to succeed in doing so. A way to lower the pressure of

cognitive dissonance is to exploit dissonance-reduction strategies, such as reducing

the importance of the item that triggered cognitive dissonance and changing an in-

ner belief to match the dissonant one. A typical example of cognitive dissonance is

the smoker who discovered that smoking is unhealthy. He will continue to smoke,

but this would be in contrast with his discovery. So, to reduce the distress caused

by the dissonance, he could stop smoking, so that his behaviour is aligned with his

knowledge; otherwise, he could change what he knows about smoking, persuading
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himself that smoking is healthy.

A large body of works has explored the effects of cognitive dissonance, both in the

offline [Fes62, EL86] and online [BKL+19] [JZLC19] world. Two of them are par-

ticularly alarming given that they are involved in social network pollution, namely

selective exposure[Kla60] and confirmation bias. Actually, to avoid the discomfort

offered by opposite ideas or behaviours, a person tends to look for information or

contents that are coherent with their view – thus leading to selective exposure.

Confirmation bias, instead, is the tendency to search for information that supports

existent beliefs and ignore what, on the contrary, contradicts them [Pet20], making

pre-existing ideas the most credible ones.

In conclusion, the risk of cognitive dissonance and the related phenomena are linked

to one of the advantages of SNSs, heterogeneity. As effect of this feature users are

exposed to a wide range of information and beliefs, even opposite to the ones they

have. Furthermore, this heterogeneity is exacerbated by the typical information

overload users experience on SNSs, thus usually leading to confirmation bias.

2.1.1 Polarization

One cannot discuss SNSs without considering the concept of group polarization. This

concept refers to a situation where groups tend toward more extreme positions than

the initial inclination of their individual members [Sun99]. This situation, according

to Turner [Tur87], may be compared to what happens to polarized molecules: in

fact, people, like molecules, as an effect of polarization, become more aligned in

the direction in which they already point. Online group polarization, also called by

Sunstein cyberpolarization [Sun07], sees a group of like-minded people involved in a

discussion. At the end of the quarrel, they will end up having the same idea they

had before, but sharpened and more extreme.

According to Sunstein, group polarization is vehicolated by two mechanisms. The

first one is social comparison [Fes54], that is, the need of individuals to be recognized

by the other members of a group as favourably at every cost, also the one of shifting

their beliefs or positions towards the dominant one. Another means employed by

group polarization is persuasive arguments, in a way that an individual is prone
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to accept the most convincing argument among the ones defended by the group

members.

Sunstein also claims that polarization may also have a degree of influence on good

deliberation and may also foster extremism and fanaticism.

Group polarization is an issue firmly related to online echo chambers, such that

in [Sun99] can be found the analogy of people hearing echoes of their own voices

intrinsic in the concept of echo chambers. The concept of group polarisation is

mainly discussed in the socio-political sphere and this work, as will be explained in

Chapter 3, will cover an example of political polarization.

2.1.2 Filter bubble

The metaphor of filter bubble was introduced by the activist and author Eli Parisier

[Par11] to describe the personalized microcosm of information created by personal-

ization algorithms to fit as best as possible to user interests, age, gender and other

demographic characteristics.

The most significant effect triggered by filter bubbles is confirmation bias 2.1, due

to filtering and personalization algorithms in social media and search engines that

are designed to show information and news adherent to the ideas and leaning of the

user. As a result, there is a continuous reaffirmation of one’s own ideas that weakens

the democratic circulation of news and discussions for the sake of user engagement.

Filter bubbles, according to Parisier, are characterized by three dynamics:

• Each user is alone in their own filter bubble;

• Filter bubbles are invisible, the personalization algorithm elaborates an intri-

cate puzzle of assumptions about the user, but the user is not aware of the

content of this personalization;

• The user does not choose to enter the bubble.

While filter bubbles may be useful to receive relevant news that fit also personal

interests, permitting to survive the daily information overload, they represent at

the same time a danger, given that they show to the user only contents that it may
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Source Definition
Garimella et al., 2018
[GMGM18b] Situations where one is exposed only to opinions that agree with their own

Cinelli et al., 2021
[CMG+21]

Environments in which the opinion, political leaning, or belief of users about a topic
gets reinforced due to repeated interactions with peers or sources having similar
tendencies and attitudes

Jamieson and Cappella, 2008

[KHJ08]

We mean to suggest a bounded, enclosed media space that
has the potential to both magnify the messages delivered within it and insulate
them from rebuttal.

Sunstein, 2007

[Sun07]

Sunstein does not give an explicit definition of echo chamber but he states the following:
"In a democracy, people do not live in echo chambers or information
cocoons"

Nguyen, 2020

[Ngu20]

An echo chamber is a social epistemic structure
from which other relevant voices have been actively excluded and discredited.

Table 2.1: Echo chamber definition according to various authors

like or engage with. This leads to emphasising users’ ideas and limits the stream

and variety of information they have access to, thus also leading to more concerning

consequences, including polarization and echo chambers [GdMTC21].

2.1.3 Echo chamber

In recent years, a large body of studies have focused on the study of echo chambers

because of their closer relation to SNSs’ pollution and their possible outbreaks in

the offline realms, such as interference on political elections or ethnic stigmatization.

Although they affect most SNSs, in the literature, there are attestations of this kind

of polluted system also in blogs [GBK09] and forums [WMKL15].

Despite being among the most concerning polluting phenomena of SNSs, the concept

of "echo chamber" itself is debated. There is still no formal definition or agreement

on the various definitions that have been given over the years. Nonetheless, the

effects of echo chambers are widely studied in the literature, both from a theoretical

[Sun07] [KHJ08] and an applicative perspective [VPV21] [CMG+21] [BJN+15] with

the aim to identify them and consequently, study strategies to mitigate their effects.

Generally speaking, what emerges from the various definitions in Table 2.1 is that

an echo chamber is a polarized system in which some ideas or beliefs reverberate and

are magnified for the effect of the repetition inside this closed system, insulated from

rebuttal. Their peculiarity is that they do not allow constructive discussions or ques-

tioning, fostering problematic effects like group polarization, as stated in [KHJ08]

[Sun07]. Furthermore, when talking about echo chambers, Garimella [GDGM18]
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breaks the term into its constituent: the "chamber", that is the "place" where an

opinion is shared by someone, that reverberates through "echo", since it is shared

also by other users.

The roots of echo chambers are both psychological and intrinsic features of SNSs.

The selective exposure and confirmation bias may play a role (see Paragraph 2.1),

enhanced by SNSs’ personalization algorithms that show to a user the most engag-

ing contents, thus avoiding situations of cognitive dissonance through filter bubbles.

A concept often confused with echo chambers is the one of epistemic bubbles. Ac-

cording to Nguyen [Ngu20], an epistemic bubble is an epistemic structure where

other voices are ignored and omitted, in a passive process. Differently, echo cham-

bers involve an active process of exclusion and invalidation of opposing information

and ideas. While this kind of filtering can be easily broken via exposition to excluded

information, echo chambers are much harder to shatter, because the exposition to

heterogeneous information would reinforce the grip of the echo chamber. Nguyen,

as a way to break up those polluted systems, suggests working on mechanisms that

bring to avoiding opposite views, in a way to rekindle the trust between echo cham-

bers’ inhabitants and the world outside the chamber.

2.2 Polarized systems detection

Online polarized systems are usually identified, according to Garimella [Gar18]

[GDGM18] leveraging two approaches, namely the study of users’ interactions and

the content read or shared by the members of polarized factions.

An example is the work proposed by Garimella et al. [GMGM17], where the po-

larization identification method falls into the category of approaches that leverage

networks. Here, the authors study five controversial topics (among them, gun con-

trol, Obamacare, and abortion) using Twitter as a source of data, and then track

the variations in the interaction networks in order to observe if there are notable

changes in network topology and polarization levels.

Garimella et al. first collected the data from Twitter, then they constructed two
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different types of networks: the endorsement network, using retweets, and the com-

munication network leveraging the replies. The third step is to cluster the network

to identify the two sides of the controversy using the METIS [KK98] algorithm. Ul-

timately, network science measures (i.e., clustering coefficient, tie strength), content

measures (i.e., sentiment measures, Jensen-Shannon divergence) and Random Walk

Controversy. This measure allows to quantify the likelihood that a given user is

exposed to authoritative content of opposite leaning and was used to test whether

the system was polarized. The most interesting result was that an increase in the

controversy measure corresponded to an increase in interest in the discussion.

Conversely, in [BMA15] the main focus is textual content. This time, the data are

taken from Facebook and describe over 10 million U.S. users who have made public

their political leaning and the content published over six months (July 2014 - Jan-

uary 2015). Then, the contents are classified leveraging Support Vector Machines

using two labels: "hard", if related to politics or news, or "soft", if they are re-

lated to more relaxed content, like entertainment. Then, they created a measure to

classify the contents as liberal, neutral, or conservative, and then constructed and

analyzed the content network for each user. The result is that the contents shared in

the inner circle of Facebook friends are more involved than the Facebook algorithm

in terms of the content that a user decides to consume on SNSs.

The issue with content-based approaches is that the data about the content need to

be annotated and there is no standard procedure to intervene in an unsupervised

context; therefore, different authors leverage different methods. Among the most

common, Natural Language Processing algorithms are used to extract the senti-

ments or ideologies of users or to detect their stances.

Similarly, as concern specifically echo chamber detection, the approaches can be di-

vided into three categories according to the granularity level to which the analysis

is linked.

• Macro-scale: the interactions are observed on an aggregate level, with the aim

of identifying well-distinguished clusters of users;

• Meso-scale: allows to identify echo chambers through the observation of com-
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munities of nodes sharing the same leaning.

• Micro-scale: here, it is considered the single-user behaviour without considering

aggregation of users.

Studies on the macro-scale level, include [MMS21], where it is leveraged network

science 2.3 to study the political interaction network of Donald Trump and Hilary

Clinton supporters on Reddit. Leveragin Reddit structure, they tag each user with

their leaning (democrat or republican) and then they analyze their interactions via

the joint probability of observe an interaction between nodes of opposite stance,

given the leaning of the node u.

A micro-scale approach can be found instead in [CMG+21] where the authors lever-

age homophily to assess whether or not there are echo chambers in the network.

More in detail, it is proposed to infer the individual leaning of each user toward a

specific topic through the analysis of the content produced and then to calulate the

average leaning of the content the user produced. After obtaining this information,

they go on to study the network topology of user interactions, moved by the idea

that users surrounded by people with a similar are consequently exposed to similar

content(s). To do so, they define for each user i, the average leaning of its neigh-

bourhood, then these value are plotted into contour maps, respectively on the x and

the y axes. The brighter areas in the plot, indicates a large density of users with

the same leaning, that in their case study is visible in particular in Facebook and

Twitter discussions about vaccines and abortion.

Regarding the meso-scale approach, in [MPR21] the authors set up a standard

methodology independent of specific features of an SNS and applied it to a case

study. This approach was chosen for the detection of polarized systems in this the-

sis.

The pipeline presented (see also Fig. 2.1) is divided into four steps and allows the

identification of echo chambers at a meso-scale level.

1. Identification of a controversial issue, since polarization is more prone to appear

when users talk about trigger topics;

2. Inference of users’ ideology on the post. The problem is modeled as a text
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classification task;

3. Creation of the users’ debate network, since they will interact with like-minded

users, insulating themselves from rebuttal;

4. Identification of users’ clusters that are homogeneous, both from a topologi-

cal and ideological perspective. This problem is addressed using Community

Detection algorithms.

Figure 2.1: Pipeline of the method proposed in [MPR21]

Another example of meso-scale approach is described in [VPV21]. Here, the authors

study the echo chamber phenomenon using tweets about COVID-19. They pro-

ceed through the construction of interaction network, enriching the representation

by assigning weights that also consider the sentiment or a tweet’s topic. Then a

community discovery algorithm (METIS) is applied and the last phase is to calcu-

late the polarization and use controversy measures to confirm the presence of echo

chambers.

Unfortunately, there is a gap concerning the diachronic analysis of echo chambers in

the literature. Indeed, when considered, the social graphs they analyze are usually

defined as static entities, representing timeless pictures of the observed phenomenon.

Regrettably, such flattened representations, keeping together interactions potentially

distant in time and disregarding their temporal ordering, risk an overestimating of

users’ sociality and failing to understand the real dynamics that led to their forma-

tion.

In addition, there is a lack of studies that focus on the linguistic production of users

inside echo chambers. In such a way, it would be possible to identify common lin-

guistic patterns across echo chambers members that would help in their detection

and in a more precise definition of this phenomenon.

One example of these works is proposed by Brugnoli et al. [BCZ+19] which focuses
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on describing the linguistic behaviour of users inside an echo chamber, showing that

for users inside exists a variation in their vocabulary to the point that converge

between those ones interacting inside and outside an echo chamber.

2.3 Network Science and Social Network Analysis

Network science is a discipline that intersects graph theory, physics and computer

science and it is focused on studying complex systems2. Although network science

has its first theorizations in 1930, its true development is relatively new, as evidenced

by the exponential increase in publications at the dawn of XXI century. Accord-

ing to Albert-László Barabási [BP16], two major findings occured: the first is the

emergence of tools to map networks with the aid of the Internet, which introduces

newer and faster ways to share and store data; the second is that it does not matter

which is the origin of the network (e.g., social, biological, etc.): networks share many

common properties.

Indeed, society itself can be considered a complex system made of intertwined peo-

ple, tied by many different kind of relations. This topic is the prerogative of Social

Network Analysis (SNA), a subfield of network science crossed with sociology, psy-

chology and other behavioural sciences, that investigate social relations and inter-

actions.

In the following we will give an overview of network science, introducing definitions

and concepts that are necessary to understand the case study exposed in this work.

2.3.1 Network Science fundamentals

Network Science models reality by the means of graphs, mathematical structure

made of single components called nodes or vertices, with related pairs tied through

a link called edge. A graph G may be formalized as follows: G = (V,E), where E is

the entire set of edges and V indicates the comprehensive set of vertices.
2Complex systems are settings where the interactions of individual entities gives rise to new

collective behaviours that are not derivable from the study/analysis of a single individual’s be-
haviour.
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Often, the concept of graph is wrongly used to talk about networks. Whereas net-

works refer to the ’real object’, graphs instead refer to the mathematical modelling

of networks.

When discussing graphs, relations are expressed by links, which may be of two types:

undirected or directed (digraph). In the first case, the relationship modelled is a mu-

tual one, such as a friend on Facebook, a romantic relationship and so on. Instead,

an example of a directed graph is the web, where website A may point to website B

but website B does not necessarily point to A.

Another important property of a graph is the so-called degree k, which represents

the number of links a node has to other nodes, for instance, in Facebook friendship

network kv denotes the number of friends node v has. The definition above can be

applied to undirected networks, whereas if the relations are not mutual, it is neces-

sary to distinguish between in-degree, kin
i , that is the number of incoming links, and

out-degree, kout
i , the number of connections that start from a node v.

Each link (i, j) may also carry a weight wi,j. In a network of phone calls, the weight

may be the total number of minutes two people mutually talk; in a social network,

the number of interactions they had through time (i.e., number of comments or

replies to a post, number of shares, likes, etc.).

In addition to the degree, it may be also calculated another related measure, which is

the average degree ⟨k⟩ = L/N in an undirected network. If the network is directed,

instead, the average degree is equal to ⟨k⟩ = 2E/V .

2.3.2 Node-attributed networks

In real-world networks, the entities can be described by attributes; for example,

a network of actors can be composed of nodes accompanied by information about

the age, the main genre in which they perform, or a network of webpages can be

enriched by the topic or another classification label. This type of information may

be encoded through attributes leveraging a particular model of so-called feature-rich

networks3 [IAG+19]. Information can be stored on the nodes (i.e., user’s political
3According to [IAG+19], feature-rich networks are all the complex network models that expose

one or more features in addition to the network topology.
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leaning, age, and so on), or on the edges, such as the weight of a relation or temporal

information.

Focusing on the node-attributed graphs, according to [ZCY09], a node-attributed

graph is defined as G = (V,E,Λ), where V is the set of vertices, E is the set of

edges, and Λ is the set of m attributes associated with vertex v ∈ V to represent

the attributes.

The added value to traditional graphs is the presence of semantic information repre-

sented by attributes that, when related to network topology, may shed light on the

individuals’ behavioral patterns. Such a modeling choice allows to estimate addi-

tional semantic-related properties of the networks such as homophily [MSLC01] i.e.,

the tendency of individuals to relate to others with whom they have more common

characteristics on different levels (e.g., political leaning, age, gender). This tendency

has been widely studied by sociologists and network scientists, for example, to gain

insights about gender and interaction patterns in primary schools [SCP+13] and to

study segregation or integration [Moo01].

From a network science point of view, a traditional way to estimate homophily is

through Newman’s assortativity coefficient [New03], which allows classifying the be-

haviour of the nodes in a network as disassortative – if there is an inverse correlation

w.r.t a property – or assortative – if the nodes tend to share the very same property.

Such a measure has the main disadvantage to return just an averaged number that

flattens a more complex behaviour, e.g. the presence of different mixing patterns

across the network or the identification of anomalous patterns.An alternative is to

quantify mixing pattern at different levels, as proposed in [PDL18].

2.3.3 Temporal Networks

Real-world phenomena are dynamic, and as a consequence, most networks develop

over time: from relationships between users on SNSs to protein interaction, every

kind of tie may form or disappear – or simply change – over time. This opens

another problem for Network Science, which is the need to find a way to repre-

sent topological changes in a network as well as to build data structures capable of

manipulating temporal networks [HS13]. One problem may be to represent stable
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and unstable ties, the first being relations – long and short-term ones – and the

second one interactions – instant ones like an email, or over a timespan like phone

calls. Among the most important representations, we can distinguish between graph

series, stream graphs, and interval graphs with the possibility of performing data

transformations from one type to another.

The application of temporal networks has been attested in Community Detection,

Diffusion processes, and Link prediction.

A simple representation may be performed using snapshots, where the temporal

evolution of the network is observed through the lens of the n static snapshot of the

graph within a specific time interval. The timespan between a snapshot and another

plays a critical role; if the timespan is too large, there might be an information loss in

terms of node and link variation that has not been captured. Likewise, if the times-

pan is too short, there may be only a few changes in the time window that do not

show a temporal correlation with the process occurring in the network [CBWG11].

The criterion suggested by [SEEDT20] is to maintain a balance between the target

to be studied and the resolution. As for pros and cons, the strength of snapshots is

parallelized to reduce computation times but at the cost of a reconciliation phase of

the fragmented results that must be linked between subsequent snapshots [RC18a],

which often results in information loss and additional computational complexity.

Furthermore, snapshot graphs allow the application of algorithms and measures in

single partitions available for static graphs, in addition to avoiding the instability of

temporal networks [MFF+17].

Stream graphs [LVM18] are commonly used to model interactions going through

time, and are formally described as follows: S = (T, V,W,E) where T is a measur-

able set of time instants, V is a finite set of nodes, W ⊆ T × V is a set of temporal

nodes and a set of links E ∈ T ×V ⊗V , such that (t, uv) ∈ E implies (t, u) ∈ W and

(t, u) ∈ W . S is defined as a link stream if all the nodes are always present in all the

timestamps described as L = (T, V,E) where W = T × V implicitly. The formal-

ism of Stream Graphs has been also adapted in [LVM18] to directed, weighted and

bipartite (stream)graphs. According to the authors, Stream Graphs may be useful

for modeling traffic networks, mobility traces, and financial transactions.
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Interval graphs [HS13] are temporal networks characterized by edges active over a set

of temporal intervals. They prove to be useful in proximity networks, i.e., networks

where the ties represent a contact between a node i and a node j, or infrastructural

systems.

2.3.4 Community Discovery

Static Community Discovery

Community Discovery (or community detection) is the subfield of Social Network

Analysis that deals with the identification of topological structures, i.e., communi-

ties, inside a network. The concept of a community is intuitively simple to define,

but currently, there are many definitions, each one of them focusing on different

aspects but never converging into a single one. This made the formalization of com-

munity an ill-posed problem.

In an informal way, it can be stated that communities are clusters of nodes that

are strongly similar to each other such that, an entity in the community is closer to

the other members of the community than to the other components that belong to

other communities.

The chance to have a glimpse into the community structure of networks would aid in

different fields, such as biology, that is, to study the interaction network of proteins,

sociology, and computer science, where the detection of communities may be useful

for categorizing webpages sharing the same topic. Community discovery could give

benefits also to research on network visualization, especially when the graph to vi-

sualize is large and with a high number of edges, thus leading to an overflow that

makes the whole graph unreadable.

Given the instability of the definitions on which community detection rests, the

community discovery itself is an arduous task: as stated in [FH16], it is difficult to

assess the goodness of the partition obtained using a CD algorithm, due to the lack

of a clear and universal definition on what a community is. In [CGP11] the authors

conducted a review of both the definitions and algorithms approach. As it regards

the definition, the authors propose four different classes of definitions, based on four
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different ideas, as follows

• Density-based definitions: where a community is perceived as a group in

which there are many edges between vertices, but between groups there are

fewer edges;

• Vertex similarity-based definitions: communities are groups of edges sim-

ilar – using a property to measure – to each other;

• Action-based definitions: a community is made of users that perform the

same action;

• Influence Propagation-based definitions: definitions that have their roots

in the concept of tribe as users following the influence of the leader.

In the same work, the authors defined a taxonomy of CD algorithms as follows:

• Feature distance: this approach encompasses all CD algorithms that are

based on the assumption that a community is composed of entities that share

a set of features that may assume similar values4

• Internal density: communities, in this case, are a set of entities in denser5

areas of the network. This approaches are based on the modularity, described

in 2.3.4;

• Bridge Detection: a community is seen as a collection of entities close to each

other (i.e., a few links separate nodes in the same community). It follows that

entities in different communities are distant from each other: communities are

dense subgraphs interconnected by a small number of links that, if removed,

divide the graph into partitions6, the desired communities;

• Diffusion: in this case, a community is described as a collection of entities

close to each other (i.e., few links separate nodes in the same community).

It follows that entities in different communities are distant from each other;

the communities are clusters of nodes that are influenced by the diffusion of a

property inside the network;
4In this case, often an edge or node-attribute is used as a feature;
5w.r.t. a random graph with the same degree distribution
6This approach leverage the concept of bridges [Gra83]
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• Closeness: a community is defined as a collection of components mutually

closed, in a way that few links separate them, while the entities outside are far.

It follows that the entities in different communities are distant from each other;

• Structure: leveraging the idea of a precise structure of edge, a community is

defined as a precise and immutable structure;

• Link Clustering: this kind of approach is based on clustering the edges of

the network and then identifying as communities the resulting groups.

Evaluation

The evaluation of the goodness of a partition identified by a Community Detection

algorithm is affected by the ill-posedness of the community definition. As it is not

well defined what a community really is, it is difficult also to find a unique quality

function to evaluate the partitions.

The goodness of a partition is conducted through two types of evaluation: the first

one is the internal evaluation, a category that includes metrics useful for evaluating

the goodness of the partitions per se, while the second one, namely external evalu-

ation, allows the evaluation of the partitions obtained with a ground-truth or other

CD algorithms.

For the scope of this study, it is mandatory to introduce the three metrics used in

Section 3.1.2.

• Modularity: this quality score allows to measure the observed number of

edges inside the given partition minus the expected number of edges if they

where distributed following a null model of a random graph. Modularity takes

values in the range [-1, 1] and is formalized as follows:

Q =
1

2m

∑
vw

[
Auw − kvkw

(2m)

]
δ(cv, cw)

• Purity: the measure, as defined in [CR20], is calculated as the product of the

frequencies of the most frequent labels carried by its node. The function lies



2.3. NETWORK SCIENCE AND SOCIAL NETWORK ANALYSIS 28

within the range [0,1].

Pc =
∏
a∈A

max
(∑

v∈c a(v)
)

|c|

• Conductance: the conductance for a community C is the volume of edges

pointing out of it. The aim is to minimize the value of this function such that

the average value across all the communities is as low as possible.

Conductancec =
2 |EOC |

2 |EC |+ |EOC |

where EOC is the number of edges exiting the community, EC is the number of

edges remaining inside.

Labeled Community Discovery

Labeled Community Discovery (or Attributed Community Discovery) consists of

the community discovery task enhanced by taking into account the attributes of the

nodes, therefore, the aim is not just to maximize the topological distance among

communities but must also take into account node labels, so that nodes inside a

community have attributes that are as homogeneous as possible.

Dynamic Community Discovery

If the Community Discovery task imposes arduous challenges, its temporal counter-

part adds a layer of complications. For example, a node in a network or a link may

disappear, thus leading to topological variation in the communities. In addition,

communities are subject to events [PBV07], such as birth, if nodes form a brand

new community, or merge if two communities merge into a single one. All events

incurred by a community allow the description of its lifecycle [CR19]. Another pe-

culiar issue in this task is the identification of smooth partitions over time and the

identity of the communities through their temporal evolution, described through the

paradox of the ship of Theseus.

The detection of communities in dynamic networks is conducted using different ap-
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proaches, according to [RC18a], and is categorized as follows:

• Instant optimal: the communities are detected at each timestamp t using a CD

algorithm; then, the partitions at t are matched looking back to the partitions

identified at t-1. This approach ensures the quality of the partitions at each

evolution step.

• Cross time: this kind of approaches consider all the changes through time at

once, resulting in partitions smoothed and coherent over time.

• Temporal trade-off: the communities are detected at every timestamp, keeping

an eye also on the past topology/partitions and finding a trade-off between

time t and the past. This approach is the best one for data that evolve rapidly,

but they are prone to avalanche effects, so communities may be subject to drifts

w.r.t. static partitions.

2.4 Natural Language Processing

Natural Language Processing (NLP) refers to that interdisciplinary field of research,

which intersects linguistics, computer science and artificial intelligence with the aim

of developing algorithms to decode and understand natural language so as to obtain

results that can help both in linguistic analysis at different levels and in human-

machine interaction.

Another definition, often misdefined as NLP, is text-mining. While the focus in

NLP is on the representation of meaning, through the means of concepts borrowed

from linguistics, such as part-of-speech or dependency relations, the focus of text

mining is on the extraction of (useful) knowledge from text [KP07].

In most cases, to work on textual data, as will be done in Section 4.5, it is necessary

to apply a pipeline to clean data to enhance their quality and obtain better results

after the application of a machine learning algorithm. Usually, the first step of text

preprocessing is 1) normalization, the lowercasing of all the text; the result acts as

input for 2) punctuation removal and 3) stopword removal, to strip words without

semantic meaning, such as determiners, conjunctions, or prepositions. The next step
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is 4) tokenization, the task of splitting the entire text into small fragments, the so-

called tokens, which roughly correspond to words. The last step is 5) lemmatization

in such a way that the words are stripped of inflectional endings and obtain the base

form of a word, the lemma.

For the sake of this work, it is useful to introduce two other tasks typical of text

mining, namely sentiment, emotion analysis, and topic modeling.

2.4.1 Sentiment and Emotion analysis

Sentiment analysis, also often referred to as opinion mining, is the discipline that,

in the field of Natural Language Processing, deals with studying and analysing the

opinions, feelings and attitudes expressed by people in written form, in relation to

other individuals, products, events or, in general, topics and issues. Studies in this

field began in the early 2000s. Although the first article mentioning sentiment anal-

ysis dates back to 2003 [NY03], there are, however, the first studies in this field

dating back to the 1990s [HM97, WBO99] that focus on the extraction of adjectives

that express certain emotions. The years in which this discipline developed, how-

ever, were crucial: they were in fact the same years in which the World Wide Web

became widespread and the first social networks were born, which can be consid-

ered a perfect form of digitally born data rich in opinions, the number of which has

grown drastically in recent years. Through social networks, individuals can easily

connect with others, get to know other people, who perhaps share the same ideas,

and encourage them to share their own ideas, thus adding data that can potentially

be used to study the opinions of a large group of people.

A more precise task is the Emotion analysis, where algorithms are designed to ex-

tract the emotional nuances implied in the text. There are several approaches to

emotion analysis, such as lexicon-based, if lexical features are used to detect an

emotion, or machine learning approaches [HMKM17]. In the second case, the

emotion(s) to identify is/are the labels of a classification problem, where the aim is

to find a label (the emotion) that better describes the data in the input ( text in

our case). These labels are often taken from Ekman’s basic emotion model [Ekm05]

(anger, surprise, disgust, enjoyment, fear, and sadness) or from Plutchik’s model,
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which extends Ekman’s model with trust and anticipation. A way to extract this

kind of information from text, is via Zero-Shot Learning [LEB08] [CRRS08] (hence-

forth, ZSL) is a problem setup in machine learning, applied especially in the field

of NLP for text classification and in Computer Vision. ZSL is a kind of jack of all

trades since it allows to perform classification tasks providing a description of the

classes to identify. It is usually necessary for a classification model to be trained on

a dataset with class labels, which often poses various challenges, since this requires

an automatic, semi-automatic or manual annotation phase.

The idea behind ZSL, is that the labels to assign during the test phase contain an

inner meaning that can be exploited to better assign the most appropriate label to

the text in input. In [CRRS08], is shown that this data-less classification achieves

very good results, being quite similar in the performances to supervised Machine

Learning models.

The meanings behind the labels can be extracted using different approaches, which

in [ZLG19] are split into three categories. The first approach is to exploit semantic

features (i.e., attributes or properties) of the label, as in [ZSH+19], and another

approach is to employ ontologies and knowledge graphs [SGMN13]7, while the last

one is to make use of word embeddings to capture latent relationships among words.

A hybrid approach was proposed by [ZLG19].

ZSL was initially used to perform topic characterization [YdMdC+19] [ZLG19]; how-

ever, it has been applied in many NLP fields, including sentiment analysis.

2.4.2 Topic Modeling

The topic modeling task consists of mining reliable information to aid in the iden-

tification of the topic discussed in the text given in the input. In addition to text

mining, it is also used in the field of bioinformatics [LTD+16] to find similar genomic

patterns, as well as to study environmental data [GGD13] and text data extracted

from social platforms.

One of the most used algorithms is Latent Dirichlet Allocation (LDA) [BNJ03],

which leverages the bag of words model: nonetheless, this model has severe limita-
7Note that the work is referred to the Computer Vision field
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tions because the text is seen as a series of words without considering grammar and,

in general, the context in which the word is placed.

Other approaches include the use of neural networks (Neural Topic Models, NTM)

[PL20][CLL+15], NMF (Non-negative Matrix Factorization) [FI10] that still relies

on bag of words model, hybrid variants of LDA and neural networks [WZF12].

An alternative approach is represented by Transformers, a particular neural network

architecture that implements the self-attention mechanism. Transformers [VSP+17]

were introduced in 2017, and revolutionised many fields, from computer vision to

NLP, having as its best-known models BERT (Bidirectional Encoder Representa-

tions from Transformers) [DCLT18] and GPT-3 [BMR+20] just to mention the most

famous. Starting from BERT, many other models have been developed, such as

RoBERTa [LOG+19] or AlBERT [LCG+19] achieving very good results and being

state-of-the-art in the NLP field. These kinds of models aim to create word em-

beddings, representations of every token as a vector keeping track of the context in

which every word is in, overcoming the problems of older, simpler approaches.

BERT can also be leveraged to perform topic modeling using BERTopic [Gro22] a

topic model that has shown interesting results in recent years (up to the current

moment) [EY22] when applied to short review texts [SFRM21].

It operates according to the following three steps:

1. The input text is converted into the respective embedding representation using

the Sentence-BERT framework [RG19], but it is possible also to implement

other frameworks since they are necessary just to extract the embeddings.

2. The documents are then clustered, starting from the assumption that docu-

ments with similar topics should have a similar embedding representation. Be-

fore performing clustering, BERTopic applies UMAP [MHSG18] to avoid the

curse of dimensionality in a high-dimensional space. The applied clustering is of

a density-based type, HDBSCAN [MHA17] because it models noise as outliers

and obtains purer topic representations.

3. The final step is the topic representation via a modified version of TF-IDF –

namely c-TF-IDF – adapted to estimate, for each cluster, the importance of the
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words in it. This step is repeated such that the last common topic is merged

with the one that is most similar until reaching the number of topics specified

by the user.



Chapter 3

Methodology

In this third chapter, we provide an overview of the methodology employed in this

thesis to carry out the analysis shown in Chapter 4. All the steps described in this

chapter are aimed at understanding, both in terms of network and text features, how

communities and users inside them behave as time passes. In detail, we attempt to

answer the following questions:

• Are echo chambers diachronically stable w.r.t. the users inside?

• Do echo chambers keep or lose their strong polarization over time?

• Is there a particular feature that distinguishes the linguistic productions of

users in the echo chambers?

Firstly, to answer all the questions, and in particular the first two, it was necessary

to build the interaction network keeping also into account its temporal evolution.

This phase was followed by the extraction of the communities and their evaluation,

so as to distinguish the communities more at risk of being echo chambers from the

communities with a lower risk. The echo chambers are then monitored over time to

assess whether users inside them are "trapped" or if there is a continuous renewal

because users constantly come in and out of them.

Then, the answer to the last question was sought using different NLP approaches,

including emotion analysis and topic modeling. In this case, we observed the macro

differences between echo chambers and lower-risk communities; thereafter, we fo-
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cused on the communities with a higher risk of polarization. In the following are

described the methologies used to deal with each of these tasks.

3.1 Echo chamber and polarized system detection

To identify the chamber component of the echo chamber, that is, the virtual place

where a polarized discussion reverberates, it is necessary to address network science

to gain insights into the topology of relationships and the cohesion of ideologies

within them.

More in detail, we followed the last two steps of the pipeline described in [MPR21]

(see Section 2.1.1), which involve the creation of the debate network. In this case, we

modeled the interaction network as a node-attributed undirected graph, 2.3.2. Each

node of this graph is a Reddit user described by the political leaning (see Section

4.1).

After defining the graph, we can proceed with the macro-, meso-, and micro-scale

detection of polarized systems. The process described in [MPR21] belongs to the

second class of approaches; however, in this study, we investigated polarized systems

by exploiting all these three levels of analysis.

3.1.1 Macro-scale

With regard to the macro-scale approach, it allows a qualitative estimation of po-

larized systems. This was conducted by visualizing the time-flattened network using

Gephi1. The nodes of the graph were coloured according to their leaning (see 4.1).

The Force Atlas 2 [JVHB14] layout was used to arrange the network because this

layout is particularly suitable for graphs with a high number of nodes and edges.

The static network used above to conduct the macro-scale analysis was then divided

into five smaller graphs. These were used to visualize the network again, snapshot

per snapshot. In this way we obtained a better overview of the qualitative changes

in the polarization of the network.
1Gephi website, https://gephi.org/, last visited: 27/10/2022

https://gephi.org/
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3.1.2 Meso-scale

The macro-scale analysis was deepened by observing the meso-scale topology of the

network. In this way, the focus shifted from the whole network to communities that

may gather like-minded users who may be at risk of being in an echo chamber.

Foremost, it was necessary to construct a temporal network. To do so, the five

smaller graphs obtained in Section 3.1 were used to obtain a dynamic representation

of the network via snapshot graphs.

In order to perform the analysis, we leveraged two software packages in Python,

namely NetworkX2 and CDlib3. Through NetworkX it was possible to construct,

for each semester, the node-attributed graph. In addition, we removed the nodes

without a label and the ones representing moderators or bots, as described in Section

4.1.

Then, we performed the Labeled Community Detection on the graph, as described

in [MPR21]. Given the attributed nature of this network, it is necessary to consider

the cohesion of partitions in terms of both topology and node attributes. The

algorithm chosen to address this specific task was EVA [CR20], described in detail

in Section 3.1.2. The partitions obtained for each semester were then aggregated in

a TemporalClustering object, necessary to compute the similarity of the partitions

between different timestamps, and then evaluated, as described in Section 3.1.2.

EVA: Louvain Extended to Vertex Attributes

The EVA algorithm [CR20], is a bottom-up low-complexity algorithm, that allows

the identification of meso-scale structure through simultaneously optimizing both

structural cohesion and label homogeneity. As described in [CR20], the algorithm

extends the traditional Louvain [BGLL08] algorithm to node-attributed graphs. It

was specifically designed to optimize two quality functions, namely Newman’s mod-

ularity and Purity : this allows to keep as high as possible the modularity of the

partition as in the original version of the algorithm, but, at the same time, to max-

imize the homophily.
2NetworkX documentation, https://networkx.org/, last visited: 27/10/2022
3CDlib documentation, https://cdlib.readthedocs.io/en/latest/, last visited:

27/10/2022

https://networkx.org/
https://cdlib.readthedocs.io/en/latest/
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The algorithm was implemented through CDlib, setting the alpha parameter4, which

indicates the importance of modularity and purity criteria to 0.5.

Partition Evaluation for Echo chamber detection

After performing the Labeled Community Detection task, the next step was to apply

two different constraints in two measures which are typically used for evaluating the

goodness of the partitions in Community Detection (Section 2.3.4).

Polarized systems, and, in particular, echo chambers need a sort of closed space in

which a discussion can reverberate moving from one member to another. Therefore,

the idea suggested in [MPR21], is to evaluate the partitions in terms of Conductance

(Section 2.3.4), led by the hypothesis that most of the edges should remain inside

the partition; this result is then intertwined with another measure, Purity (Section

2.3.4), which has the function of estimating the goodness of the partitions in terms

of attribute homogeneity. This last measure is necessary because the users inside an

echo chamber or polarized system tend to share the same ideology.

According to these two measures, the risk for a community to be an echo chamber

is maximized when Conductance is equal to 0 and Purity is equal to 1.

Following the case study in [MPR21], we considered echo chambers (or communities

more at risk of being so), the communities having a Conductance equal or lesser to

0.5 and the Purity equal or greater to 0.7.

Before proceeding with the next phases of the analysis we also set another threshold

in terms of communities’ size: in this way, we kept only the communities having at

least 15 users inside. This was necessary to remove noisy communities that could

lead to scattered and/or not fully representative results.

Polarized system stability

After assessing the presence of echo chambers, the next step involved the observa-

tion of the way echo chambers develop over time under two different aspects: the

first facet is focused more on users, so as to obtain information on their behaviour
4The alpha parameter lies within the range [0,1]; a value nearer to 0 will optimise modularity,

otherwise the clustering criterion will be maximised
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in order to understand whether or not they remain sealed in ECs over time; the

second facet, complementary to the first, consists in assessing if a community, that

in a timestamp t has Purity and Conductance values that can be associated to an

echo chamber, remains frozen in that status also at t+1 and so on.

The first aspect has been analysed leveraging the Jaccard index, often used to es-

timate the stability of the partitions in temporal networks. The Jaccard index is

defined as follows:

J(At, Bt+1) =
|At ∩Bt+1|
|At ∪Bt+1|

In order to prevent biases due to users joining discussion threads by posting once

that may alter the results, it was necessary to perform a quick preprocessing step

on the identified communities. For each temporal snapshot, we computed which

nodes were in common between adjacent timestamps. Then, we proceeded by re-

moving from each community extracted in the Labeled Community Detection step,

the nodes not included in this intersection.

After this preprocessing step, for each pair of timestamps, we estimated their simi-

larity by calculating the ratio between the number of common users in two adjacent

timestamps and the number obtained by summing the users forming their union.

This allowed assessing whether echo chambers are stable over time or if they make

room for variations in their users’ composition.

Regarding the second aim of this task, in order to assess whether an echo chamber

remains so over time, we observed, for each community at risk during timestamp t,

if the partition at the next timestamp was still an echo chamber or not. This was

analyzed through line plots, where the line corresponds to a community and the

marker represents the status of the community, i.e., a triangle represents its being

an echo chamber while a dot its being not a risk of being an echo chamber. The plot

in Figure 3.1a was used to assess the temporal evolution and stability of a single

community, while in Figure 3.1b it is shown an example of plot illustrating the same

information for all extracted communities.
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(a) Example of single community temporal
evolution and stability

(b) Example of community temporal
evolution and stability

Figure 3.1: Stability plot

(a) t0 (b) t1 (c) t2

Figure 3.2: Example of contour plot. Source: [BCC+22]

3.1.3 Micro-scale

The micro-scale approach shifts the focus of the analysis from communities to indi-

vidual nodes, in order to assess whether the neighbourhood of the node taken into

account is composed of other people/nodes carrying the same idea/attribute, as it

should be in an echo chamber.

To do so, it was defined for every node u the average neighbours’ opinion and then

it was calculated the correlation between a user u and its nearest neighbours. The

correlation was then visualized through a contour plot (Figure 3.2), where the lighter

areas correspond to areas of high density of like-minded users. In the case of strongly

polarized systems, the contour plot shows denser areas on the bottom left and on

the top right.
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3.2 Natural language analysis

In this section, we describe in detail the implementation of the linguistic analysis

pipeline, divided into several steps (see Figure 3.3), including the extraction of text-

specific features, the analysis of sentiment and the emotion emerging from the chosen

text data, as described in Section 4.1. Finally, we extracted the topic that charac-

terized each discussion thread, in order to assess whether polarized systems have one

or more distinguishing features that make them different from non-polarized ones.

Figure 3.3: Linguistic analysis summary

3.2.1 Text-specific features extraction

For this task, the text was analyzed by leveraging two well-known Python libraries

in the NLP field. The first is NLTK5 (Natural Language Toolkit), which was used

to extract a small range of linguistic features. The second one, instead, is SpaCy6,

leveraged to perform the Named-Entity Recognition, that is, the extraction of the

so-called named-entities, a name, location, organization, etc., which is represented

by a proper name.

Table 3.1 shows a summary of the extracted features. In this case, we also decided

Feature Description
n_sent Number of sentences of the post/comment
n_tok Number of token of the post/comment
avg_sent_length Average number of sentences per topic
avg_word_length Average length of a word per topic
ttr Total number of types divided by the total number of tokens

lexical_density Number of lexical words (or content words) divided by total number of words.
Lexical density is also a measure of informativity of a text

n_ner Numer of Named Entities extracted from each text.

Table 3.1: Summary of the linguistic features extracted for the analysis

to include two measures of text informativity, that is, Type Token Ratio (TTR) and
5NLTK website: https://www.nltk.org/
6SpaCy website: https://spacy.io/

https://www.nltk.org/
https://spacy.io/
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Lexical Density.

The TTR is described as the ratio between the total number of types and the total

number of tokens and it is a basic measure that allows estimating the lexical variety

in a text. The lexical density, instead, is calculated as the ratio of lexical items, in

this case, the sum of nouns, verbs, adverbs and adjectives, to the total number of

words. Lexical density is useful to get a more accurate view of the complexity of a

text.

Finally, we extracted the named entities (NE) to gain insights into the different

distributions of places, people, and so on. This information may be useful to char-

acterize the different topics analysed and, hopefully, communities with a higher risk

of being echo chambers from the ones with a lower risk. NE distribution was visu-

alized through a normalized stacked bar chart, so as to observe possible variations

in their distribution.

3.2.2 Sentiment analysis

The extraction of the sentiment that characterizes posts and comments was exploited

using VADER7 (Valence Aware Dictionary and sEntiment Reasoner) [HG14], a lexi-

con and rule-based model for sentiment analysis, fine-tuned to extract the sentiment

hidden in texts produced on social media.

Through VADER it is possible to obtain four different scores: positive, negative,

neutral, and compound. While the first three measures indicate the ratios of sec-

tions of the text associated with each category, the compound score, instead, is a

global measure of the sentiment of a text. This last score was used to extract the

dominant sentiment from the input. It can assume values that lie within the range

[-1, +1] and can be exploited – setting various thresholds – to extract a unique label

that summarizes the general inclination of the input text.

The thresholds set are the following, as described in [HG14]:

• Positive, if score >= 0.05;

• Neutral, if score > −0.05 and score < 0.05;
7Vader on Github, https://github.com/cjhutto/vaderSentiment, last visited: 26/10/2022

https://github.com/cjhutto/vaderSentiment
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• Negative, if score <= −0.05.

The results were then analyzed using bar charts to observe the variation in the

distribution of the three labels among different topics and different kinds of polarized

communities.

3.2.3 Emotion analysis

The emotion analysis task, introduced in Section 2.4.1, was conducted to gather

additional insights into the way people interact inside polarized and non-polarized

systems.

The task was exploited by leveraging two different approaches: a fine-tuned model

from HuggingFace, namely, EmoRoBERTa and Zero-Shot Learning.

EmoRoBERTa

EmoRoBERTA8 is a version of RoBERTa [LOG+19] fine-tuned on the GoEmotions

dataset [DMAK+20]. The choice of this model was justified by the fact that the

GoEmotions dataset contained 58.009 records taken from the same data source

chosen for the analysis, Reddit (Section 4.1.1), in the time window between 2005

and January 2019. In addition, the data were manually annotated with 28 different

emotions, with a distribution of 12 positive, 11 negatives, and 4 ambiguous emotions

plus the "jolly" of the neutral label.

EmoRoBERTa was implemented using the transformers library from HuggingFace
9 using the sentiment-analysis pipeline 10 and passing as input model for the

pipeline the EmoRoBERTa model.

Zero-Shot Learning

The Zero-Shot Learning approach for emotion detection was used as an alterna-

tive approach to EmoRoBERTa. Because EmoRoBERTa extracts a high number
8EmoRoBERTa model from HuggingFace, https://huggingface.co/arpanghoshal/

EmoRoBERTa, last visited 26/10/2022
9transformers Github repository https://github.com/huggingface/transformers, last vis-

ited 27/10/2022
10Sentiment Analysis pipeline https://huggingface.co/docs/transformers/main_classes/

pipelines, last visited: 28/10/2022

https://huggingface.co/arpanghoshal/EmoRoBERTa
https://huggingface.co/arpanghoshal/EmoRoBERTa
https://github.com/huggingface/transformers
https://huggingface.co/docs/transformers/main_classes/pipelines
https://huggingface.co/docs/transformers/main_classes/pipelines
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of labels that may result in a loss in terms of its accuracy, due to the high level of

specificity of the labels, it was decided to perform emotion analysis using a smaller

subset of emotions. The choice for these labels fell on Ekman’s wheel of emotions

(Section 2.4.1), but, extended with the labels approval, disapproval and neutral,

in conformity with EmoRoBERTa’s neutral label. The first two labels were also

available in the EmoRoBERTa set of labels, and they were added because it can be

possible that a high number of users in an echo chamber approve what has been

said by another user inside.

This classification approach was implemented leveraging the specific pipeline11 of-

fered in the transformers library from HuggingFace. This time, we chose to use

as model bart-large-mnli [LLG+20] to perform the inference task from the input

text.

3.2.4 Topic modeling

The topic modeling task was included in this analysis to find out whether there is

actually a particularly controversial topic or topics that reverberate within an echo

chamber.

The implementation was conducted via the BERTopic12 Python library, which al-

lowed both topic extraction and the visualization.

In fact, the strength of BERTopic – in addition to being extremely accurate – is

that it offers different kinds of visualizations of the topics extracted. In this way,

it was possible to extract the topics generally discussed in all the polarized systems

we identified and then go deeper into the analysis and provide an overview of the

most controversial topics that characterize every single community.

For example, in Figure 3.4, it is possible to observe eight different topics, each one

described by five different words, namely the most representative words that define

that general topic.

11HuggingFace available pipeline, https://huggingface.co/docs/transformers/main_
classes/pipelines, last visited: 27/10/2022

12BERTopic GitHub repository, https://github.com/MaartenGr/BERTopic, last visited:
27/10/2022

https://huggingface.co/docs/transformers/main_classes/pipelines
https://huggingface.co/docs/transformers/main_classes/pipelines
https://github.com/MaartenGr/BERTopic
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Figure 3.4: Example of barplot of the topics extracted using BERTopic



Chapter 4

Case study: results

After defining a methodology to study the evolution of echo chambers through time

and different approaches to analysing users’ linguistic production (see Chapter 3),

this framework was then applied to a specific case study focused on the study of

echo chambers arising on Reddit from the debate about three socio-political topics.

The chapter is structured as follows: initially, we discuss the choice of the topics

of investigation and the platform from which the data were extracted (Section 4.1);

then, the analysis moves to the dataset exploration, giving insights both on the

amount of data and on the temporal network necessary to apply the framework.

Then, in Sections 4.2, 4.3 and 4.4 are presented the results regarding the echo

chamber detection on various levels. Finally, in Section 4.5 the results obtained via

linguistic analysis are discussed.

4.1 Data

For the sake of this thesis, we rely on the datasets provided in [MPR21] which cover

the first two and a half years of Donald Trump’s presidency, from January 2017 to

July 2019. In Section 4.1.1 we discuss the choice of the topic as well as the analyzed

online social platform (i.e., Reddit); then, in Section 4.1.2 are presented more in

detail the datasets used to perform the case study.
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Figure 4.1: Variation of polarization until 2017. Source: Pew Research Center

4.1.1 Choice of the topic

The main topic of analysis is tied to American politics, that, given its bipartite

structure, fits well with the concept of polarized system. Indeed, a different range

of literature has addressed the hypothesis of polarization in the United States, even

before the diffusion of SNSs. According to the Pew Research Center1, the two parties,

Democrats and Republicans, are more ideologically distant today than they have

ever been before. This tendency can also be observed in the ideological distribution

of Americans (see Figure 4.1), where there is a clear increase in the tail of the

distribution, both on the liberal and conservative sides.

The focus on Donald Trump’s presidency can be justified by looking at Figure 4.1,

where it is visible that the heavy polarization towards the extremes was reached in

2017, with his election as President of the United States.

Reddit as data source

Reddit is currently the sixteenth most used social media website in the world2, fol-

lowing various instant messaging platforms, such as Whatsapp, Telegram or WeChat.
1Partisan divides over political values widen, Pew Research Center https://www.pewresearch.

org/politics/2017/10/05/1-partisan-divides-over-political-values-widen/, last vis-
ited:24/10/2022

2Global social networks ranked by number of users on Statista, https://www.statista.
com/statistics/272014/global-social-networks-ranked-by-number-of-users/, last vis-
ited: 27/10/2022

https://www.pewresearch.org/politics/2017/10/05/1-partisan-divides-over-political-values-widen/
https://www.pewresearch.org/politics/2017/10/05/1-partisan-divides-over-political-values-widen/
https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/
https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/
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It was launched in 2005 by Steve Huffman and Alexis Kerry Ohanian, and can be

considered an atypical platform, since users do not have a real profile, nor there is

a system of followers as found on other social sites, such as Twitter or Facebook.

Reddit is described3 as a source for what is new and popular on the Web. It can

be roughly described as a social news and entertainment platform where posts, pic-

tures, and videos circulate.

Reddit’s environment is composed of so-called subreddits, sort of communities de-

voted to just one topic specified in the name of the subreddit and preceded by the r/

prefix. The specificity of the topics covered within a subreddit may vary, so there

are both general subreddits such as r/worldnews, r/Economics, r/gaming, r/Art,

and more specific ones, related, for example, to a specific game or a specific niche

related to a hobby (such as r/StardewValley, a subreddit for the homonymous game,

or r/FantasyArt, a subreddit for fantasy-related illustrations).

In subreddits, the subscribed users can post as long as they are compliant with the

rules of that space. Their observation is guaranteed by moderators4. Regarding

the contents the users can publish, these are heterogeneous and range from texts to

pictures and videos; they can be commented on by other users, with the possibility

to reply to a specific comment. The simplest way to interact with a post, however,

is via upvotes and downvotes, which express the opinions of users towards a certain

content, allowing it to obtain better exposure in the case of high number of upvotes.

Furthermore, each community may define its specific Flairs, labels that define the

general topic of a post, that appears to the left of the title. For example, in the

subreddit r/Steam5, some of the Flairs are Discussion, Question, News.

Reddit users are not even obliged to reveal their real name, it is also discouraged by

Reddit itself during registration. This is linked to the fact that there is no obliga-

tion to enter any other personal information (i.e., gender, birthday, and provenance),

making Reddit an SNSs where the anonymity of users is guaranteed. Even the per-
3Reddit FAQ, https://www.reddit.com/wiki/faq/#wiki_what_is_reddit.3F, last visited:

25/10/2022
4Redditors that contribute to removing posts, ban spammers, or people that break

subreddit rules for free. Source: https://reddit.zendesk.com/hc/en-us/articles/
204533859-What-s-a-moderator-

5Steam is a well-known video game distribution platform, https://www.reddit.com/r/Steam/,
last visited: 25/10/2022

 https://www.reddit.com/wiki/faq/#wiki_what_is_reddit.3F
https://reddit.zendesk.com/hc/en-us/articles/204533859-What-s-a-moderator-
https://reddit.zendesk.com/hc/en-us/articles/204533859-What-s-a-moderator-
https://www.reddit.com/r/Steam/
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sonal profile is not "personal", since it just shows the comments, the thread(s)

started by the user and their karma, the reputation of the user inside the platform,

gained via upvotes. There is also the absence of a pervasive system of followers/fol-

lowees as it happens, for example, on an SNS like Facebook; the interactions may

happen via comments or chat.

Two are the key features that make Reddit a good data source: first, users’ anonymity,

which can push a user to speak without filters on every topic, even those ones that

are more controversial. The second one is Reddit’s structure: the data are already

divided by topic, leveraging the internal division into subreddits. In addition, it

is also possible to find data about niches or particular populations [ABKK19], for

which researchers have always had problems finding participants.

Moreover, the topic of choice we discussed in the previous section (see Section 4.1.1),

fits well with Reddit, since almost half of the active accounts write from the United

States (47.13%) 6 making Reddit the sixth most used social in U.S.7.

4.1.2 Dataset

The Reddit dataset, as described in [MPR21], is made of three different macro-

categories of socio-political issues, as follows:

• Gun Control: contains six subreddits linked to gun control, the laws and pol-

itics supporting the making, selling and ownership of firearms. The discussions

in this dataset pertain to the legalization of firearms and their consequences.

The subreddits included are the following: r/guncontrol, r/antiwar, r/liberal-

gunowners, r/Firearms, r/guns

• Minority Discrimination: this topic is related to groups that are considered

minorities and may therefore be subject to discrimination. The subreddits

under this umbrella are variegated and defend or are discriminatory towards
6Reddit global active user distribution: https://www.statista.com/statistics/325144/

reddit-global-active-user-distribution/, last visited: 24/10/2022
7Market share of the most popular social media web-

sites in the US. https://www.statista.com/statistics/265773/
market-share-of-the-most-popular-social-media-websites-in-the-us/, last visited:
25/10/2022

https://www.statista.com/statistics/325144/reddit-global-active-user-distribution/
https://www.statista.com/statistics/325144/reddit-global-active-user-distribution/
https://www.statista.com/statistics/265773/market-share-of-the-most-popular-social-media-websites-in-the-us/
https://www.statista.com/statistics/265773/market-share-of-the-most-popular-social-media-websites-in-the-us/


4.1. DATA 49

gender, racial, sexual equality.

The subreddits included are the following: r/MensRights, r/KotakuInAction,

r/metacanada, r/racism, r/AgainstHateSubReddits, r/Anarchism

• Political Sphere: the data contained are tied to American politics and its

ideologies.

The subreddits included are the following: r/esist, r/democrats, r/MarchA-

gainstTrump, r/Conservative, r/Libertarian, r/Republican

All these categories are composed by subreddits representing both sides of a con-

troversy (i.e., r/democrats and r/Republican), in order to have a better view of the

debate. The data, posts and comments, from discussion threads in these subreddits,

were scraped using the Pushshift API and refer to the period between January 2017

and July 2019.

In order to proceed with the meso-scale ECs’ detection pipeline (see Section 2.2),

the datasets were enriched with the leaning of each user inferred from their posts,

namely protrump, antitrump or neutral. To perform this annotation, the authors

leveraged BERTBASE trained and tested on a ground truth of polarized posts, i.e.,

datasets extracted from three subreddits8 known to be openly Anti-Trump or Pro-

Trump.

The model was then applied to the Reddit sociopolitical dataset and allowed to

extract a score – corresponding to the model confidence – ranging from 0 to 1. If a

post is tagged with 1, then it is perfectly aligned with Pro-Trump ideologies, while,

on the contrary, a 0 as label means that is aligned with Anti-Trump ones. From this

score, it was extracted a leaning score Lu, computed as the average value of their

posts’ leaning

Lu =

∑n
i=1 PredictionScore(pi)

n

where pi ∈ Pi corresponds to a post shared by a user u and n = |Pi| is the cardinality

of the set of posts from this user. The obtained value was discretised into intervals,

as follows: antitrump if Lu ≤ 0.3, protrump if Lu ≥ 0.7, neutral otherwise. These

arbitrary thresholds have also been maintained in this work.
8The subreddits are: r/The_Donald, r/Fuckthealtright, r/EnoughTrumpSpam
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Afterwards, the authors created the interaction network for each topic: starting

from the dataset, were obtained five smaller subsets, each representing a semester,

and then the network was reconstructed in a way that each labeled user u has a

link to user v, if and only if u directly replied to a post or a comment of user v or

vice versa. Each edge u, v is enriched with the weight of that relation, equal to the

number of times that interaction between u, v happened.

The datasets containing the edgelists of interactions for each topic, were used in

Section 4.3 to perform the creation of the network and then the extraction of ECs.

In this phase, nodes representing moderators or bots were removed, in order to avoid

biases due to non-representative interactions. The linguistic analysis conducted in

Section 4.5, instead, was exploited by leveraging the textual data from the posts

and comments datasets extracted from the API.

4.2 Macro-scale analysis

The macro-scale level of analysis allows, as described in Section 3 to perform a qual-

itative estimation of the presence of polarized systems.

For each topic, we plotted the time-flattened network. The nodes were colored ac-

cording to the leaning of each user, i.e., magenta for Trump supporters and blue for

the anti-Trump partition. The neutral users, were instead colored with grey.

The most visible division is, without a doubt in the Minority graph in Figure 4.2,

where it can be seen a clearer division between two distinct centres, one charac-

terized by a higher density of pro-Trump nodes and the other one slightly more

polarized on the opposite side of the discussion – even if merged with other Trump

supporters.

In the Politics graph, differently from what happens in Minority, there is a dense

connection in terms of edges between the two sides of the controversy. Gun Control

seems to have been monopolised by the pro-Trump faction, with an almost imper-

ceptible cluster of well-separated democrats. We also decided to visualize, for each

topic, the network timestamp per timestamp. This made it possible to better ob-

serve how the network evolved over time and to note a progressive strengthening
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Figure 4.2: Time-flattened network (Gun Control, Minority, Politics)

of the pro-Trump polarization – characterised by three different pro-Trump poles –

and a smaller anti-Trump pole.

Figure 4.3: Minority network evolution t0, t1, t3

4.3 Meso-scale analysis

After identifying the presence of echo chambers through the visualization, for each

topic, of the flattened networks, the analysis moved to the meso-scale level, where

the presence of polarized systems was studied more in detail, by investigating the

topological structure of the network and the ideological homogeneity. The section is

divided into two parts: in Section 4.3.1, are presented the results obtained through

the Labeled Community Discovery task, while in Section 4.3.2, the focus will shift

onto the temporal analysis of echo chambers.
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Figure 4.4: Politics communities and risk of being ECs

4.3.1 Echo chamber detection

The detection of echo chamber was conducted via the approach described in Section

3.1.2. After the creation of the dynamic network using the five datasets (Section

4.1.2), it was carried out the Labeled Community Discovery step, allowing to ob-

tain for each temporal snapshot belonging to each topic, the most likely partitions.

From the extracted communities, the smaller ones were then removed to avoid not

representative results. Subsequently, the remaining partitions were evaluated via

Purity and Conductance (see Section 2.3.4), thus allowing to discriminate between

potential ECs and Not-ECs.

Politics. Through the scatter plots in Figure 4.4, it is possible to identify het-

erogeneous communities, in the first timestamp in Figure 4.4a, all the bigger com-

munities are ECs that belong to the Democrat side of the controversy. By lowering

the Purity threshold, we would also include two smaller communities, including one

with a Republican majority. The tendency varies in the subsequent timestamps

(Figures 4.4b, 4.4c), where can be found, in addition to other anti-Trumps ECs,

even a few pro-Trump.

Minority. Minority resulted to be the dataset with the higher number of ECs,

both anti- and pro-Trump, all above the Purity threshold that marks strong ECs.
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Figure 4.5: Minority communities and risk of being ECs

Through time, it is possible to observe that there is an increase in pro-Trump ECs

over democrat ones.

Gun control. In contrast to what happens in the two other datasets, in Gun

Control there is not a strong polarization of communities, even though there is a

significant number of communities just below the Purity threshold. The majority,

in this case, consists of pro-Trump communities.

4.3.2 Assessing echo chamber stability

The extracted partitions were further investigated, as described in Section 3.1.2,

to study whether ECs maintained their strong polarization over the five semesters

under analysis or not. For each of the topics, we cleaned the network from the nodes

that interacted just a few times in one semester as described in 3.1.2. Then, for each

topic and semester, it was computed and visualized the evolution of each community

and the similarity in users’ composition through the Jaccard index.

Politics. From the very first results obtained on the Politics network, it can be seen

that echo chambers are persistent over time and often keep their users inside. From

Figure 4.7a, it can be seen that from the very first pair of adjacent timestamps, ECs
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Figure 4.6: Gun Control communities and risk of being ECs

(a) ECs evolution stability (all) (b) Evolution of highest risk EC

Figure 4.7: Stability of Politics ECs

have a high value of Jaccard index (≈ 0.8) in four different communities. Further-

more, two of them maintain high stability even between another pair of semesters.

The community more at risk of being an EC, is also the most persistent one: commu-

nity 1_1 in fact maintains its being an EC for three adjacent timestamps, starting

from the second timestamp until the very end, and it keeps most of its initial mem-

bers.

Minority. In Minority, as in Politics it is visible again the stability of ECs: also in

this case there is an echo chamber that lasts for a year and a half, community 0_4.

This community, though, it is not the one more at risk, since that place is taken by
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(a) ECs evolution stability (all) (b) Evolution of highest risk EC

Figure 4.8: Stability of Minority ECs

community 2_2, which lasts for one year. Even in this stability plot, it is clearly

visible that the similarity values between timestamps are very high, although there

are – as in Politics – stability values that are slightly lower than the ones registered

in the previous pair of timestamps.

Gun control Gun Control, unlike Minority and Politics, has only one EC that

lasts for two adjacent temporal snapshots. Even by looking at the community with

higher likelihood of being an EC (see Figure 4.9b), it is just possible to find out that

its lifecycle as EC lasts just between the second and the third timestamp, then it be-

comes a community with lower risk, increasing its stability. This pattern is repeated

also in the other communities, and this result can be considered anomalous w.r.t.

the ones obtained in other graphs. However, it must be recalled that Gun Control

ECs’ were very small and often on the verge of the EC’s risk threshold (Figure 4.6),

so the results may be reasonable if we think to their instability.

4.4 Micro-scale analysis

For each of the three topics, the analysis was ultimately deepened by comparing the

users’ opinions with the ones of their neighbours, semester by semester. To visual-

ize the polarization, for each node u we plotted the correlation between the user’s

opinion and the average opinion of their nearest neighbours CN(u).

Not all the plots were included, but only the most relevant ones for each dataset.
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(a) ECs evolution stability (all) (b) Evolution of highest risk EC

Figure 4.9: Stability of Gun Control ECs

(a) First semester (b) Third semester (c) Fourth semester (d) Fifth semester

Figure 4.10: Minority contour plot

Minority. Minority, according to the meso-scale analysis, was the dataset with

the highest concentration of potential echo chambers. This can be confirmed also

by the micro-scale analysis shown in Figure 4.10. In the first semester, it can be

already identified a clear lighter area towards the extremes on the bottom left and,

even clearer on the top right of the contour map. In between semesters, there is a

reinforcement of the polarization of opinion, especially on the pro-Trump side, which

culminates in the third semester 4.10b, where the lightest area is located right at

the pro-Trump pole, having a Pearson coefficient ρ ≈ 0.87. Instead, when looking

at network’s assortativity, r, we can see that the network is slightly assortative, but

the assortativity value is quite low in every temporal snapshot. It results higher in

the last six-month observation period, but despite the fact that both ρ and r are

higher in comparison to the other observations, there is still a clear loss of the strong

polarization seen in the previous semesters, due to a high number of neutral users.
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Figure 4.11: Politics contour plot

Politics. In the Politics network, opposite to what happens in the Minority one,

we witness a more evident polarization towards the Democrats’ side, which remains

stable across the first two snapshots (Figures 4.11a, 4.11b). In Figure 4.11b, the

Republican polarization becomes also more evident. In the fifth snapshot (Figure

4.11d), becomes clearer the presence of a neutral side of the controversy, which al-

ready appeared in the third semester but here becomes more evident. Even here,

Pearson’s coefficient ρ is around 0.65, reaching its highest value (ρ ≈ 0.78) in the

second semester (Figure 4.11b). Despite the high ρ value, there is again no match

in terms of assortativity, which does not exceed 0.06.

Gun Control. In Gun control there is a very strong polarization towards the pro-

Trump side. This confirms what has been discovered with the macro- and meso-scale

analysis, that is the almost exclusive presence of republican echo chambers.

In the first network’s snapshot, the users are already arranged along the top-right

of the diagonal, even if there is a slightly lighter area around the neutral section

of the diagonal. The Democrat side of the controversy described in the dataset,

instead, does not seem to be polarized, given the feeble lighter area on the bottom

left. In Gun Control we register also the lowest value of assortativity, equal to 0 in

the second semester (Figure 4.12b) so, apparently, in this case, it does not exist a

correlation between the opinion of the user’s neighbourhood and their leaning.
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Figure 4.12: Gun control contour plot

Dataset
Politics EC Politics Non EC Minority EC Minority Non EC Gun Control EC Gun Control Non EC

avg_n_sent 1.43 1.74 2.67 4.14 3.22 2.06
avg_n_tok 19.06 26.75 52.87 88.89 47.76 31.20
avg_sent_length 12.20 12.40 15.06 16.67 10.79 12.39
avg_word_length 4.94 5.00 4.85 4.77 4.13 4.88
ttr 0.99 0.99 0.99 0.99 0.98 0.993554
lexical_density 0.709737 0.70 0.66 0.67 0.66 0.73
n_NER 1.05 1.19 0.88 1.90 0.96 0.95

Table 4.1: Summary of the averaged values of linguistic features per each post
dataset

4.5 Text analysis

This section will give an overview of the results of the linguistic analysis of the

linguistic productions of Reddit users. The aim of these results is to assess if there

is/are discriminant feature(s) in the way people interact via posts or comments on

Reddit. At first, we will proceed with the extraction of text-specific features (Section

4.5.1), then the analysis is deepened via sentiment and emotion analysis (Sections

4.5.2, 4.5.3) and will end up with the extraction of the most relevant topics (Section

4.5.4) from the posts and the comments, so as to understand whether there is a

definite polarized topic around which the echo chambers focus. In the following

sections, the results are discussed according to the type of analysis performed, topic

by topic.

4.5.1 Text-specific features

This analysis, as described in Section 3.2.1, allowed to extract, for each topic, a

small range of text-specific features, namely the number of sentences and tokens,

the average length of sentences and words, the Type-Token Ratio, the lexical density

and the number of Named-Entities. Generally speaking, the results mapped within



4.5. TEXT ANALYSIS 59

the radar plots in Figure 4.13 show that there is not too much difference in terms

of language – at least with the features extracted in this study. Most of the simpler

features describing ECs and Not-ECs do not seem to follow a pattern that allows

to fully distinguish between ECs and Not ECs. As for Named Entities, instead, in

Table 4.2, we reported the five most common NEs for echo and non-echo chambers.

Given the diversity in terms of the amount of data in one dataset and the other,

we decided also to plot a normalized stacked bar chart (Figure 4.14) to visualize

whether there is a variation or not in the proportions of the NE extracted using

SpaCy.

Politics. In Politics, there are not too many major differences between commu-

nities considered to be echo chambers and those less at risk. The only exception is

a slightly higher number of sentences and tokens per sentence. As for NEs, in the

Not-ECs it may be noted there is a higher number of DATE w.r.t. the ECs.

Minority. A macro-difference emerged in the Minority dataset, is that users

within ECs would be more prone to write short texts than users outside them

(avg_n_tok ≈ 88.8 vs. ≈ 52.86). In addition to this, their texts are richer in

term of NEs.

From Figure 4.14 it can be also observed that in the Not-ECs there is a lower propor-

tion of words labeled as CARDINAL in the most polarized contents, while the others

are almost equal in percentage.

Gun control. The results obtained using the text data in this dataset showcase a

higher number of tokens per sentence in ECs. In addition to this, in Gun Control

there is the highest difference between ECs and Not-ECs in terms of lexical density

(0.66 vs. 0.72 respectively), so the posts outside ECs, at least in this specific case,

tend to be more informative. Looking at the NEs distribution, instead, it seems not

to be any relevant difference among ECs and Not-ECs.
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(a) EC (b) Not EC

Figure 4.13: Text-specific features radar plot

Dataset
Politics EC Politics Not EC Minority EC Minority Not EC Gun Control EC Gun Control Not EC

PERSON (26606) PERSON (39101) PERSON (8801) PERSON (31333) DATE (3909) DATE (12094)
ORG (21786) GPE (33024) GPE (7855) GPE (26054) GPE (3295) GPE (11384)
GPE (20231) ORG (30493) NORP (6823) DATE (21643) PERSON (2752) PERSON (9553)

NORP (20060) NORP (30045) ORG (5608) ORG (18699) ORDINAL (2162) CARDINAL (6630)
DATE (9322) DATE (14408) DATE (5001) NORP (17512) CARDINAL (2096) ORG (6343)

Table 4.2: First five most common NE in the post dataset

4.5.2 Sentiment analysis

The sentiment analysis was conducted via VADER (see Section 3.2.2) and applied

both on the post and comment dataset. The results, were similar between posts and

comments, as we will discuss in the sections below. Both ECs and Not-ECs posts,

in fact, are characterized by a predominance of posts tagged as negative, followed

by an almost equivalent number of positive and negative posts. With regard to the

comments, on the contrary, the number of positive comments tends to be closer

to the number of negative comments. This may be due to the sparseness of the

comments data, which are shorter than comments and this can make challenging to

identify the correct sentiment.

Politics. In Politics (see Figure 4.15), we observe the general pattern described

in the introduction to this section – the predominance of negative texts over pos-

itive and neutral – for ECs posts, while in Not-ECs there is a similar number of
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Figure 4.14: Named Entity distribution across echo chambers and non-echo cham-
bers posts

(a) ECs (b) Not-ECs

Figure 4.15: Politics sentiment results

neutral and positive posts, but with higher values than in ECs.

From the comments, instead, almost the same information was extracted, which is

the equivalent high value of negative and positive comments.

Minority. Minority posts and comments show all the tendencies described at the

beginning of the section (Figure 4.16) both in ECs and in Not-ECs. The general

pattern of having a very high number of positive texts, is also noticeable in this case,

although not nearly as high as the number of negative ones as registered in Politics.

Gun control. Even in Gun Control (Figure 4.17) there are no relevant differ-

ences among ECs and Not-ECs and between posts and comments. A thing that

may be underlined is that text in Gun Control ECs are more similar, in terms of

results, to the ones of Politics ’ Not-ECs (Figure 4.15b).
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(a) ECs (b) Not-ECs

Figure 4.16: Minority sentiment results

(a) ECs (b) Not-ECs

Figure 4.17: Gun Control sentiment results

4.5.3 Emotion analysis

The first approach employed to extract the general emotional leaning from posts

and comments – with sparser and similar results – was EmoRoberta. The algorithm

was applied to the posts and the comments and returned as output the most prob-

able label among the likely classes on which the model was trained. A common

trait among all the EmoRoBERTa results is that the majority of the input data

has been tagged as neutral. The majority of labels obtained with both approaches

Post Community
type Dataset Label

EmoRoBERTa

Label
Zero-shot
learning

so glad my babies are back! EC Gun control joy approval
a tommy gun? yes please! Not EC Gun control curiosity approval
ask the npcs who get upset over ""it’s ok to be white""
this question. so you’re saying it’s not ok to be white???? EC Minority curiosity surprise

new drunk driving laws don’t increase safety.
they just reduce rights. Not EC Minority neutral disapproval

trump hits new polling low as base shrinks missing EC Politics surprise neutral
a great comic in support of gun restrictions,
to further my previous argument that you can be
libertarian and support gun control

Not EC Politics approval enjoyment

Table 4.3: Example from the tagged dataset
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(a) EmoRoBERTa ECs (b) ZSL ECs

Figure 4.18: Politics sentiment results

to describe the data of each dataset is very similar, although for EmoRoBERTa’s

own nature the labels assigned describe the data from a finer-grain perspective. The

explanation for this similarity might lie in the fact that Reddit is a virtual place to

exchange opinions and discuss events or news both from the virtual and real world:

this may foster common emotions, such as curiosity, surprise and even disapproval

from users. Politics. In the Politics dataset, according to EmoRoBERTa, the ma-

jority of textual data is neutral, with a smaller heterogeneous composition of posts

tagged as curiosity, approval, disapproval and realization (see Figure 4.18a), both

in ECs and Not-ECs. The results may be interpreted by thinking at the discussions

taking place in these subreddits, which might arise the curiosity of the readers or

(dis-)approval w.r.t. an event of American politics.

Through ZSL, instead, the majority of emotion labels is disapproval, surprise, ap-

proval and fear inside ECs, while outside them there is a more consistent corpus of

enjoyment labels.

Minority. In Minority apparently, the results are very similar among ECs and

Not-ECs. Most of them are neutral for EmoRoBERTa (Figure 4.19a) or denoted by

curiosity, realization and approval, both in ECs and Not-ECs.

ZSL’s results were very similar – as the ones obtained by applying EmoRoBERTa

– between ECs and Not-ECs: the majority of posts in ECs/Not-ECs is tagged as

disapproval, surprise, approval and enjoyment.
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(a) EmoRoBERTa ECs (b) ZSL Not-ECs

Figure 4.19: Minority sentiment results

(a) EmoRoBERTa ECs (b) ZSL ECs

Figure 4.20: Gun Control sentiment results

Gun Control. Gun Control is maybe the most peculiar case, with a lot of posts

tagged by EmoRoBERTa with the label curiosity and a smaller component of con-

fusion in ECs (Figure 4.20a). This may be explained by thinking at the topics

themselves and the aim of the subreddits since often r/guncontrol is used to ask

for advice about weapons. In Not-ECs instead, there is a great component, almost

equivalent to the neutral one, of surprise posts, followed by approval.

ZSL instead tagged most of the ECs’ posts as surprise, approval and disapproval,

which intuitively may be consistent with the concept of echo chamber itself: it is

possible that many users inside them approve what is being said in a discussion or

are surprised by an argument that confirms their beliefs.
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4.5.4 Topic modeling

BERTopic was the algorithm chosen for the extraction of the most representative

topics that characterize the three macro-categories on which we decided to focus

this case study.

At first, after the application of the algorithm, the results were analysed as a whole

and only later the focus shifted to a finer-grain analysis of the most characteristic

topics of each community. In particular, referring to what was done in Section 4.3

to assess the ECs stability, we focused on analysing the results related to the com-

munity more at risk of being a strongly polarized EC.

Politics. In Politics’ echo chambers (Figure 4.21) what emerge is that the re-

sulting topics are often source of heated debates: among these we find several topics

related to Trump’s executive orders, such as the 2017 Trump travel ban, by which

Trump applied travel restrictions to people coming to U.S. from Middle-Eastern

Countries, such as Iran, Iraq, Libya – all Muslim-majority countries. Other debates

are about net neutrality, enacted by Barak Obama in 2015 and repealed in 2018 9,

sexual harassment and the Tax Cuts and Jobs Act, law passed in 2018.

The first topic, however, concerns the Alabama elections for the US Senate, a 2017

event where the Democratic candidate Doug Jones defeated Republican candidate

Roy Moore becoming the first Democratic candidate after over 20 years. Focus-

ing on the community more at risk of being an echo chamber, the users’ interest

is mainly focused on this last described event (Figure 4.22), on the net neutrality

and tax reform of 2017. The more specific analysis of ECs, instead is interesting

since it give a better explanation for the presence of the topics of net neutrality

and abortion: these ones are often accompanied by the name of the journalist Ben

Shapiro, who actually discussed these two issues during the period under analysis.

It is possible to think that there is an echo-chamber-like system where users discuss

the declarations of Shapiro, in an environment composed of people belonging to the

same ideological leaning.
9New York Times, Net Neutrality Has Officially Been Repealed. Here’s How That Could Affect

You.: https://www.nytimes.com/2018/06/11/technology/net-neutrality-repeal.html, last
visited: 02/11/2022

https://www.nytimes.com/2018/06/11/technology/net-neutrality-repeal.html
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Figure 4.21: Main topics in Politics ECs

Figure 4.22: Topics of the community with a higher risk of being EC (Politics)

In Not-ECs, apparently there are significant topics, as is the case in ECs (Figure

4.23). Focusing instead on the analysis of the community least likely to be an EC, it

is possible to unveil that most of the topics are actually Trump-related and consid-

ered as noise by BERTopic, while just a few others are actually "polarising" topics,

such as climate change and US healthcare.

Minority. Minority has undoubtedly the most interesting results since most of

the topics extracted from ECs are more controversial from a political point of view

than the ones found in the Not-ECs. In Not-ECs, in fact, in addition to controver-
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Figure 4.23: Main topics in Politics Not-ECs

Figure 4.24: Main topics in Minority ECs
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Figure 4.25: Main topics in Minority Not ECs

sial topics, there are others that are less involved in political polarization, memes

about the ban-wave in the subreddit r/canada. An interesting topic that may be

ideologically polarized but was not discussed inside a topological EC is the so-called

Comicsgate, a boycott campaign of the far right against the "forced diversity" in

U.S. superhero comic books; other topics that have raised a lot of discussions are

the travel to India of the Canadian Prime Minister Justin Trudeau and the memo-

randum Google’s Ideological Echo Chamber described in the Topic 2 in Figure 4.26).

In this case was truly necessary to analyse the community more at risk of being

an echo chamber to fully understand the behaviour of Minority ECs, as shown in

Figure 4.26. In this case, two main topics emerge – the U.S. prison strike in 2016

and anarchism – are intertwined. Both of them appear in the same subreddit (r/a-

narchism) and the first event, born in response to the underpaid jobs that prisoners

are forced to do, was well received by anarchist movements that see prisons as the

embodiment of power and domination against people. The other topics in the EC,

instead are unrelated and of marginal importance compared to the preponderant

theme.

Gun Control. As concerns Gun Control, in ECs there are more controversial

topics, even if there are potential triggering topics also in the Not-ECs.
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Figure 4.26: Topics of the community with higher risk of being EC (Minority)

Figure 4.27: Main topics in Gun Control ECs

The most representative topic inside ECs (Figure 4.27) is the war in Syria and

the California FFL, the licence that allows buying and bringing guns in California.

Other topics are sparser, given also the nature of the debate, and they are tied to

general talks about guns or advice.

In Not-ECs, instead, there are heterogeneous topics, including talks about gun col-

lections and specific models (i.e., Sig Sauer). There are also more specific and

controversial topics, such as school mass shootings and the scandal about NRA and

its alliance with Russia. Even in Gun Control, it was necessary to look at the

community with a higher risk of being EC, namely community 2_8. As it can be
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Figure 4.28: Main topics in Gun Control Not ECs

Figure 4.29: Topics of the community with a higher risk of being EC (Gun Control)

seen from Figure 4.29, there is only one topic that outweighs all the others, and that

is the war in Syria. This topic can be found also in other ECs, but never with the

same importance.



Chapter 5

Conclusions

In this thesis, we introduced a methodology to both analyze echo chambers’ di-

achronic evolution and to characterize possible users’ behaviours therein through

their linguistic productions.

This multidisciplinary framework was applied to a specific case study. It was chosen

an extremely controversial topic, namely American politics during the first two years

and a half of Donald Trump’s presidency, with the aim to track and characterize

democratic and republican echo chambers. These polarized systems were studied

leveraging Reddit socio-political discussions.

After introducing the problem and conducting the literature review, we described

two different approaches.

At first, we leveraged network science to assess whether echo chambers are actually

stable over time. To do so, for each semester under analysis we extracted ideologi-

cally homogeneous communities using the EVA algorithm. Then, we evaluated the

communities extracted in terms of Purity and Conductance [MPR21], which allowed

us to set a boundary (i.e., Purity ≥ 0.7 and Conductance ≤ 0.4) between commu-

nities more at risk of being echo chambers and the ones with lower risk.

Then, for each community of each semester, we leveraged the Jaccard index to assess

its evolution in the next semester. Here, we observed how high-risk communities

tend to be such for a long period of time, often persisting for up to a year and a

half. In addition to this, we have proven that echo chambers do clearly tend to keep

their internal composition in terms of users, thus reinforcing the theory that echo
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chambers are isolated systems, with a long lifecycle.

We proceeded then to study the linguistic productions of the users, by exploiting a

wide range of approaches to address the problem. First of all, we extracted a small

set of linguistic features, but in this case, they did not give relevant insights on the

users involved.

Subsequently, the focus shifted to sentiment and emotion analysis. The former,

implemented using VADER, revealed that Reddit users, both inside and outside

polarized systems, write texts tagged as negative. On the other hand, instead,

emotion analysis was implemented through two different approaches: a transformer

model (i.e., EmoRoBERTa) fine-tuned on Reddit comments tagged with a range of

28 different emotions, and Zero-Shot Learning, which allowed tagging posts with 8

arbitrarily chosen labels. The results unveiled that there are no relevant distinctions

between textual data produced inside and outside echo chambers. This may be due

to Reddit’s own nature since it is a platform born to share interesting contents and

news that may arise emotions such as curiosity or surprise, two of the most common

labels extracted.

Undoubtedly, the most interesting results were obtained through topic modeling:

through BERTopic it was possible to demonstrate that the majority of users in echo

chambers tend to discuss only one specific controversial topic, rather than multiple

ones, as happens outside these polluted systems.

Contributions. The diachronic study of echo chambers and the users’ profiling

conducted in this work tried to advance the knowledge on the evolution and char-

acterization of the behaviour of polluted information systems, in which there is still

a gap in the literature. First of all, to the best of my knowledge, previous works

have approached the first problem only from a static point of view, using a flattened

snapshot of interactions over a specific time window. This may easily introduce

biases since such representations do not keep into account the temporal ordering of

relations, thus leading to an overestimation of the interactions.

The other focus of the work has been the study of the behaviour of users inside echo

chambers in a finer grain, an aspect that has often been ignored by previous works.
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Through the analysis of linguistic productions, it was possible to assess that the

most persistent echo chambers over time focus on the discussion of a single topic –

or two closely related topics – that is strongly controversial. This does not happen

in less polarized systems, where the users tend to split their attention over a wider

range of different topics. This pattern, repeated in the different topics of analysis,

is, without doubt, an insight that might be useful also to better define mitigation

strategies for this kind of polluted phenomenon.

Additionally, all the steps proposed in this framework are generalisable since they

do not leverage platform-specific features: in this way, they can be applied also

to other platforms (i.e., Twitter, Gab, Facebook) and on different topics than the

socio-political ones.

Limitations. Nonetheless, this work is not free from limitations. Given its data-

driven nature, it carries all the limits of this kind of approach, e.g., the data sparse-

ness, which may prevent the identification of patterns that recur just a few times

within the collected data sample that might bring a loss of useful insights.

In addition to this, it is necessary to perform further validations, both of the frame-

work itself, i.e., testing it on data extracted from other platforms and/or about

other topics, and of the results themselves, since in this thesis, we worked using an

unsupervised approach in particular w.r.t. sentiment and emotion analysis.

Future developments As for future developments, an interesting aspect would

be to study echo chambers moving from pairwise to high-order interactions. In this

case, we could rely on structures such as hypergraphs and simplicial complexes, that

have never been used to study echo chambers. The advantage would be to be able

to capture further homophilic behaviours – e.g., peer pressure – that might go un-

noticed using traditional graphs and may be useful to gain additional insights on

echo chambers.

Other improvements might regard also testing different algorithms and approaches

for the text analysis. For example, it would be possible to fine-tune other models

for emotion analysis or to perform linguistic profiling of the text in analysis, so as to
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have more accurate results and gain other insights that may have gone unnoticed.

Lastly, another key aspect is to define the role of attractors, i.e. hubs, in the for-

mation of echo chambers and in their lifecycle. This would make it possible to gain

new insights into additional patterns that characterize this phenomenon and define

new strategies to predict and consequently mitigate their polluting behaviour.
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